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ABSTRACT

Generally, and particularly in South Africa, lieit work done on the development of methodologies
for sample sizing and quantifying uncertaintiegg@chemical sampling and analyses. As a result,
little trust is placed on the long-term predictiarfsgeochemical modelling for Environmental Risk

Assessment (E.R.A). In addition, this leads toslesv approval of mining authorisations, water use

licenses and mine closure plans.

This dissertation addresses this deficiency in gewmdcal sampling and analyses specifically for
ERA and proposes two methodologies (i) for qugimg uncertainties in geochemical sampling and
analysis as a function of sample size and analsdgii) for determining the optimum sample size

to ensure data quality.

The statistical analysis approach was adoptedeabaht method for sample size determination. The
approach is based on the premise that the sizeeaftudy sample is critical to producing meaningful
results. The size of the required samples depends mumber of factors including purpose of the
study, available budget, variability of the popidat being sampled, acceptable errors and

confidence level.

The methodology for estimating uncertainty is aidnsof existing methodologies for quantifying
measurement uncertainty. The methodology takesliatihoview of the measurement process to
include all processes involved in obtaining measam@ results as possible uncertainty components.
Like the statistical analysis approach, the metlaylo employs basic statistical principles in
estimating the size of uncertainty, associated watlgiven measurement result. The approach

identifies each component of uncertainty; estimates size of each component and sums the



contribution of each component in order to appr@tenthe overall uncertainty value, associated

with a given measurement result.

The two methods were applied to Acid-Base Accoun(iABA) data derived from geochemical

assessment for ERA of the West Wits and Vaal Rishanti Gold mines) tailings dams undertaken
by Pulles and Howard de Lange Inc. on behalf ofI8Ggld Ltd. The study was aimed at assessing
and evaluating the potential of tailings dams im tlvo mining areas to impact on water quality and

implications of this in terms of mine closure aptiabilitation.

Findings from this study show that the number ofgles needed is influenced by the purpose of the
study, size of the target area, nature and typeatérial, budget, acceptable error and the condielen
level required, among other factors. Acceptablerehnas an exponential relationship with sample
size hence one can minimize error by increasingpgasize. While a low value of acceptable error
value and high confidence are always desirableadedff among these competing factors must be

found, given the usually limited funds and time.

The findings also demonstrated that uncertaintiesgeochemical sampling and analysis are
unavoidable. They arise from the fact that onlyrel$ portion of the population rather than a census
is used to derive conclusions about certain charstics of the target population. This is further
augmented by other influential quantities that ffine accuracy of the estimates. Effects such as
poor sampling design, inadequate sample size, sahgierogeneity and other factors highly affect
data quality and representivity hence measurememertainty. Among these factors, those
associated with sampling, mainly heterogeneity ¥oamd to be the strongest contributing factor
toward overall uncertainty. This implies an incegroportion of expenditure should be channeled

toward sampling to minimise uncertainty.



Uncertainties can be reduced by adopting good saggractices and increasing sample size,
among other methods. It is recommended that mdi@nmation be made available for proper

uncertainty analysis.
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CHAPTER 1: INTRODUCTION

1.0 MOTIVATION

Quantification of the uncertainties associated vattvironmental geochemical prediction as
function of sample size and geochemical analysesal&vays a concern when performing an
Environmental Risk Assessment (ERA). This is esglciso when applying for mining
authorization and/or closure and water use licendesse are particularly critical when:

1. Researchers and consultants compile proposals;

2. Mines compile their budgets or develop a term térence;

3. Regulators evaluate and or authorize permits, $iespand
4

. Referees and reviewers peer-review a paper or esaieport.

Generally, and particularly in South Africa, thebas been limited work done on the
development of methodologies, quantifying uncetias in geochemical sampling and
analyses and sample sizing. Uncertainties in geoia sampling and analyses affect the
environmental study data quality. As a resultldittust is placed on the long-term predictions
of geochemical modeling. This implies that resuitsre to be validated by long duration
monitoring programs thereby imposing an additidimencial burden on the mining industry.
This in addition leads to the slow approval of m@iauthorizations, water use licenses and

mine closure plans.

The primary reason for this situation is lack oftiomally standardized and acceptable
procedures for uncertainty analysis especiallygochemical investigations for ERA. This is
further exacerbated by lack of:

= Knowledge and application of statistical methods;

= Understanding the complexity of geological, soil anine materials;

= Experience and knowledge of the significance/imgure of data quality control,



= Easily understandable, operable and user-frien@ithods specifically for geochemical
sampling and analyses; and

= Financial constraints, i.e. limited budgets.

From the above it is clear that there is a definikeed for the development of a
methodology/protocol that addresses geochemical pleagn (sample sizing and
representativity), analyses and data quality fopliaption, amongst others, in the ERA

industry.

1.1 AIMS

1.1.1 MAIN AIM
The main aim of the project is to establish a methagy for quantification of the uncertainty
associated with geochemical prediction for E.R.Aution of geochemical sample size and

geochemical analysis for use by researchers, damgsy regulators and the mining industry.

1.1.2 DETAILED AIMS
In addition to the main aim stated above theresabesidiary aims which are to:
* Understand the geochemical sampling and analysgsireenents for geochemical
prediction for ERA.
» Establish a methodology for determining sample gzenber and mass or volume) as
well as sample representativity for ERA using distiaal method or formula.
* Apply and test the methodologies established farettainty quantification, sample

optimization for ERA using the Wits basin as a cstsely.

1.2 METHODOLOGY

In order to achieve the above-mentioned objectithesfollowing tasks were performed:
= Conducting a comprehensive and extensive literasurgey to review the available

methodology for:



= Quantifying uncertainties associated with geochamprediction for
ERA as a function of geochemical analyses; and
= Determining geochemical sample size.
= Assessing the statistical theories, principles,cepis and application for quantifying
uncertainties associated with geochemical predicti® a function of sample size and
geochemical analyses, sample size determinatiahytazal quality control, etc.
= Develop a statistical method or formula for theedetination of geochemical sample
size taking into account factors such as purpos¢hef ERA, level of confidence
required, among other factors,.
= Convert the developed methodology into a simpler-fisendly spreadsheet model or
tool that can be utilized to determine and or asgeschemical sampling size.
= Identify parameters applicable to quantify uncetias associated with prediction for
ERA as function of sample size and geochemicalyaealand develop a methodology
that can be converted into a user-friendly fornwatdse by researchers, consultants,
regulators and the mining industry.
The methodologies established will be tested uggmchemical and mineralogical data from

the Wits Basin as a case study.

1.3 OVERVIEW OF THE CHAPTERS

Chapter 2 provides detailed review of literature on sampleesiand uncertainty in
geochemical sampling and analysis for ERA. The thapegins with an overview of
geochemical sampling and analysis and quality asser and quality control. Then it is
followed by an outline of the basic sampling the@gvering measures of the central tendency
mainly mean, measures of dispersion (variance datandeviation and standard error of the
mean), central limit theorem and confidence interva literature review on sample size
determination and methodologies of quantifying utaety in geochemical sampling and

analysis follows.



Chapter 3 contains the methodologies of the study. Methodsemted are:

= The methodology of determining sample size deteation using statistical analysis
method. The effects of the various parameters cohwine calculation of sample size
depend on are discussed first. The parameterdadiandard deviation, standard error
and confidence interval. A procedure for deterngnsample size is discussed and its
application presented.

= The methodology for quantifying uncertainties irogeemical sampling and analysis
as a function of sample size and analyses. The adeith a synthesis of existing
methods for estimating uncertainty including GUM bgternational Standards
Organization (ISO), Quantifying Uncertainty in Apsis Measurements (QUAM) by
European Chemistry (EURACHEM), GY’s Particulate $#ing Theory, and National
Institute of Standards and Technology (NIST).

Chapter 4 presents case study information based on thesasses of the potential of tailings
dams and waste rock dumps in the Vaal River andt Wits mining areas to impact on water
resources and implications of this in terms of mufesure and rehabilitation. The work was

carried out by Pulles and Howard de Lange CompanyhgloGold Ashanti Gold Ltd.

Chapter 5 outlines the results of the study based on theiegijuin of the methodologies

discussed in Chapter 3.

Chapter 6 covers discussion, conclusions and recommendatiorthe study.

1.4 GENERAL

This dissertation is the part of work done for YWRC project entitled “Geochemical sampling
and analyses for environmental risk assessmeng usie Wits Basin as a case study”,
sponsored by the Water Research Commission. MiiawilPulles of Pulles, Howard and de

Lange Inc., then Golder Associates is the progatiér.



CHAPTER 2: LITERATURE REVIEW

2.0 INTRODUCTION

The main purpose of this chapter is to reviewditere on sample size, sampling and analysis
protocols, and uncertainty in order to meet thggatarequirements as outlined in Chapter one.
The topics reviewed include:

« Sampling and analysis process;

* Quality assurance and quality control in geologinaéstigations;

» Basis statistic theory;

* Methods for determining the sample size;

* Uncertainty and error;

» Uncertainty sources in geochemical sampling antyaes; and

» Theories for quantifying uncertainty.

The references used include:

* Published papers,

» Conference proceedings,

* Books,

» Research reports, and

* Internet web pages.
The chapter begins with an overview of geochenseahpling and analyses process including
guality assurance and quality control aspects Vi@ by review of the basic concepts in
statistics. Three methods for quantifying uncettain Quantifying Uncertainty in Analytical
Measurement (QUAM) by European Chemistry Board (BGREM) (2000), Pierre Gy’s
Particulate Sampling theory (1992), and Empiricatmod based on ANOVA by Dr Michael
Ramsey (1997) are reviewed in detail. A comprelvensnethodology of quantifying

uncertainties is then developed from the revieviedties. The method is discussed in detail in
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Chapter 3.

A review of various literatures on sample size deteation follows. Aspects covered under

this include factors influencing sample size aslwelmethodologies for determining sample
size. Among the methods discussed are the statistiethods, the volume/mass method and

the cost method which relates sample numbers to cos
2.1 OVERVIEW OF GEOCHEMICAL SAMPLING AND ANALYSIS

In order to address the key issues, stated abmeeiainty and sample representativeness), it
was necessary to discuss the geochemical samplidgamalysis measurement. While some
examples of good sampling practices can now beddiason, 1992; Smitlet. al, 2004;
Dominy and Petersen, 2005), the application ofesttrprocedures is far from universal. Figure

2-1 illustrates the various stages involved in ¢eocical sampling and analysis.

- _ . Determine the sampling
SAMPLING L, Problem definition Apecify sampling technique
-why sample? target

-

h 4
Sample and data
collection [mplement the Determine sample size
sampling plan
pN

h J h J

&

SAMPLE Primary sample Laboratory sample Test portion
PREPARATION -compositing, -dying, sieving -sample dissolution
splitting etc -milling, homogenization

&

h J L 4

ANALYSES Select analytical
method

Report the results

Analysis

¥
COMPUTE STATISTIC
-mean, 5D, SDER, etc

TARGET POPULATION PARAMETER
-MEANED, SDRETC

Figure 2-1: The measurement process in geochemic@mpling and analysis



Geochemical sampling and analyses involves the egsas of collecting and analysing
geological materials such as waste dumps and dailodams in order to answer guestions
relating to a geological scenario. Thus, to esgnihe concentration of contaminants in mine
waste material, an environmentalist collects sdvesamples of waste material from the
sampling target. Based on the contaminant cond@ntrathe level of contamination of the

whole population is estimated.

2.1.1 STAGES IN GEOCHEMICAL SAMPLING AND ANALYSES PROCESS

The process of geochemical sampling and analyseaiis-faceted with the main processes
being sampling, sample preparation, analysis aatikgtal inference. Under each process are
sub and intermediary processes such as transportatid sample preservation among, others

but not all are always present.

2.1.2 SAMPLING

As depicted in Figure 2-1, the process begins weéhnition of the project objectives, and a
stage which requires the analyst to clearly explahy the study should be undertaken.
Koerner (1996) also encourages a clear definitiosampling objectives in order to collect a
representative samples in study of coal stockpiesler geochemical investigation for ERA,
the study may be carried out to either: (i) asiessmpact of temporary stock piles of coal on
ground water quality and quantity (i) monitor pgdnts’ concentration changes over time (iii)
application for mine closure licenses or (iv) corapte with regulations. Basically the
problem definition is the preface to the investigatprocess which affects the outcome of the
entire investigation, hence it is crucial that patjaims and objectives are clearly defined and

explained to all project participants.

Following the study objectives is the definitiontbé target. A sampling target is the portion of
material at a particular time that the sample iterided to represent (EURACHEM /
EUROLAB/CITAC / Nordtest, 2006). Under this, quests to be addressed include:

* What is to be sampled?



* How big is the sample?

* Where is the sample located?

Target definition is one of the major items thabwld be elaborated prior to designing a
sampling programme. (EURACHEM/EUROLAB/CITAC/ Nordte 2006). In geochemical

investigation for ERA, a sampling target may be twawck dump, tailing dams, temporary

stockpile or underground mine.

As cited previously, sample representativity cdotgs a fundamental part of the investigation
process. Every collected sample is expected teateflertain properties of the population it is
drawn from. The ability to gather samples that @mgresentative depends on a number of
factors including sampling design. Subsequent tbnitien of the target is selection of

sampling design, a process which outlines how sasnate to be collected from the target.
Generally, the more coverage the sampling technitae over the target, the higher the
chances of collecting representative samples. Tmenwnly used sampling designs are the
probability sampling design (Back, 2001). Thesdude simple random sampling, stratified,

cluster and systematic, Figure 2-2. The choiceadigh depends upon the objectives of the

study.

Simple random sampling

® Sample location # Sampling points




FJARE
Co L L

~ 1. [.7

Swstematic sampling
c)

Figure 2-2: Sampling designs: a) Simple random sanlipg, b) Stratified, c) Systematic
sampling
Simple random sampling is a probability based samptesign in which each sample
occurring within the sampling target has equal ckanof being selected. The main
characteristic of this design is that the posdipdif introducing bias is limited by the sampling
design. Appropriate situations for using the desigtude:
= Estimating the mean and totals for homogeneouslatpn(Gilbert, 1987);

= Cases where limited information is available alibatsampling target.

Stratified sampling divides the target into non+teeping homogeneous units or strata based
on physical or chemical properties, knowledge @ diistory and or vertical and lateral

distribution of the contamination. As a probabilégampling design, samples are collected
randomly from each stratum. The main aim of undénta stratification is to minimize the

effect of heterogeneity that highly affects thegs®n of estimates. The number of samples
within each stratum is proportional to the relatdize of the site and stratum, e.g. if the area of
the stratum takes up 30% of the target populatien 80% of the total samples would be taken
from this stratum. One main advantage of the §dtrandom sampling is that the increased

homogeneity in each strata, increases samplingswaqBack, 2001).

Stratified sampling design is not suitable for kiag peak values (MEND, 4.7.1-1, 1994).
Simple random and stratified sampling designs aiatde for sampling of discreet units and
they do not take into account spatial continuityd aspatial correlation of the material
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properties (Mason, 1992). For this reason systiergat sampling design is used. Systematic
sampling is a statistically-based method of sangpiim which the target is divided into a

regular grid pattern before sample extraction. Sarngeations are selected at regular intervals
following one or more directions. Sample locatiansist be spaced widely enough. One
drawback of the systematic sampling is the loggétision when the population has a periodic

trend that corresponds to the sampling intervatk3a001).

Selection of sampling strategy is sample size detetion. The decision regarding the
number of samples required is determined by thpqaer of:

e the study;

e accuracy required;

* sampling design;

» size of the target; and

e The budget.

Sample size determination is further discussecertiGn 2.4 of this chapter and in Chapter 4.
Akin to sampling design, sample size affects samggeesentativity, thus the larger the sample
size, the higher the representativity. Howeveutioa must exercise since collection of large

number of samples does not guarantee represetytativi

Another useful step is the determination of sangpliachnique. An appropriate sampling
technique should be used when collecting samples fthe site. The technique selected
depends on several factors including the type derre whether solid, liquid or gas, purpose
of the investigation, budget and the sampling deptjuired. Other considerations include the
texture of the material in the case of solid saspfegood sampling tool is one that preserves
the integrity of the sample. Possible factors thaly cause alteration of the sample from its
original state include contamination from the shallsurface material as the sample is drawn
from subsurface, contamination from the samplingl itself and chemical reaction of the

sample on exposure to the atmosphere.
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The different collection techniques for differeppés of materials are listed in Table 2.1:

Table 2.1: Sampling techniquesNIEND Report 4.5.1-1, 1994

Degree of sample
Technique Phase Depth disturbance
during collection
Hand auge solid on/near the High
surface
Trenching solid moderat
Split spooil solid subsurfac low
Vibrating core | solid subsurface low
drill
Shovel solid on or near the | moderate
surface
Piezometers liquid subsurface -
Bailers liquid subsurface moderate
Surface grab solid/liquid on surface or -
submerged
Rotating drill solid subsurface high
Suction liquid subsurfac moderat
lysimeter
Syringe liquid - low
sampler

Samples collected for ERA play an important role decision making and should be
augmented by proper sample handling, preservaéiod, storage. The manner in which the
samples are to be handled is detected by the tigarple and intended use. The samples
should be handled so as to preserve its integ@@reful planning and selection of the
container for holding the samples is importantsiti,ese can be a significant source of sample

contamination.

Table 2.2 summarises sample handling for water ksgpior to analysis
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Table 2.2: Preservation methods for water analysi€Quevauviller, 200p

, Maximum
, Preservation
Parameter Sample container recommended
method
storage
pH Plastic or glass Analyse immediately Analyse
immediately.
Sulphate Plastic or glass Refrigerate 28 days
Cyanide Plastic or glass Add NaOH to pH | 14 days
>12 refrigerate
Metals Plastic or glass Add HN@ pH <2 | 6 months
Volatile organic | Glass Refrigeration, addingDoes not
compound HCl to pH <2 specify
Silica Plastic Refrigerat 28 day:

2.1.3 SAMPLE PREPARATION

Sample preparation involves the physical and omib& preparation processes carried out
prior to analysis. It includes (i) sample homogatian; (ii) sieving and drying; (iii) sample
compositing; (iv) milling and grinding and (v) rigf splitting. From the bulk field sample
(primary sample), a laboratory sample is drawnnbyst cases, the laboratory sample does not
immediately fit for geochemical analysis and anitholcal preparation step is carried out to
acquire a test portion (Geelhoed, 2005). The pegjwer method assumed relies on the analysis
technique, type of material and objectives of thgjgrt. Sample dissolution is an example of

one sample preparation technigue that can be dasutbefore analysis.

Care must be taken to avoid sample contaminatimm the equipment. For instance, it is not
advisable to dry and sieve samples that are cetle¢or the determination of volatile

contaminants, as it alters the composition of drade.

The choice of the preparation method adopted isnation of purpose of the study, type of
sample, budget, and analytical method among othetorfs. For heterogeneous material or
where the budget is limited, various increments imagomposited to form a single composite
sample. Elemental analysis of major rock elemerntsXb Ray Fluorescence (XRF) may
require the preparation of a glass bead or palepending on what is to be determined. In the

case of Inductively Coupled Plasma Mass Spectrgm@E€P MS) analysis a different
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preparation method is implemented. Sample disswiuby either acid digestion or water

extraction may be employed in preparation of tis¢ pertion for ICP MS analysis.

Sample preparation for the test portion shoulddreed out under strict conditions in order to
minimize error. However, it is critical that analysealize and remember that a measurement is

only as good as the preparation that has precédg&iEPA, 2004).

2.1.4 GEOCHEMICAL AND MINERALOGICAL ANALYSES

After sample preparation, the sample is analysedeiermine the analyte (s). Numerous
analytical methods are available to qualitativelgiqtitatively measure the concentration of
varying analyte in geological investigations. Theice of the method is based on the material
type, required accuracy, budget and most impostatile project purpose. The analytical
methods selected must be sufficiently sensitivallmv detection of a wide range of elements
within the sample media at background levels. EXxammf analytical techniques often
adopted in geochemical studies for ERA include I@8 which is used for multi-element
analysis,XRF for the analysis of trace and major mineralagyay Diffraction (XRD) for
mineralogy and many others. These methods and dipgiication are summarised in Table

2.3.

Each method selected has to be validated. Theatalid of an analytical method is a process
that demonstrate that the results obtained by tl¢had are reliable and reproducible
(Quevauviller, 2002). Addition objectives of methealidation are:

» ldentify of possible errors;

» ldentify differences between methods; and

» Indicate if the method is acceptable for intendebpse.

Method validation studies rely on, precision, aecyr linearity, detection limit, selectivity,

bias and robustness.
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Table 2.3: Analysis method and their application

Methods Application Advantages Limitations
Atomic Adsorption| For elemental analysis-It is less sophisticated-low sensitivity to non
Spectrometry ( AAS) of solutions but provides quality metals
results -individual analysis of
-fast analysis of anelements
element
ICP MS Multi element analysis Allow for rapidElemental interferences

determination of many Difficult to analyse non
elements in a shortvolatile samples
period of time
-high sensitivity
-low detection limit

XRF Elemental -High sensitivity -Not sensitive tc
analysis(major and trage-minimum sample elements with atomi
elements) for solids andpreparation mass < Na
non volatile liquids -precision is limited by

non uniformity of the
sample

-most suitable for majo
element analysis

XRD Mineralogy of solid Can distinguist| Detection and sensitivit
polymorphs, isomers depend on crystallite
and conformers size
-less expensive
-used for identification
of secondary minerals

Microscopic stud Mineral forms,| -provide information or
mineralogy mineral forms
NAA Elemental analysis of Very high sensitivity for| Applicable to solid ang
major and trace many elements liquids only
elements for solid and
liquids

2.1.5 STATISTICAL INFERENCES

The last step involves making some statisticalreriees about the target population based on
the sampling and analytical results. Such infereraze based on the application of statistical
assessment and estimation to make reliable conasisibout the conditions existing in the

target area.

2.1.6 REPORTING ANALYTICAL RESULT

This is the last and crucial step of the analytieat work. It is through result reporting that the
quality of measurements can be assessed by infiemaser. Reports must be prepared
according to an agreed procedure and they mustatetyreflect the findings of the study. In
addition, the result must be expressed in an apjtepnumber of significant figures and

should be accompanied by a statement of uncertdihtgertainty is dealt with in detail in
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Chapter 3.

2.1.7 IMPORTANCE OF GEOCHEMICAL SAMPLING AND ANALYSES
MEASUREMENTS

Accurate geochemical predictions for environmentapact depend on the collection of

representative data, i.e. data reflecting the &ctuaditions on the ground. The rest of the other

techniques employed during the predictions dependampling. It is therefore important that

good sampling and analysis protocols be put ingpl®@oor sampling and analysis techniques

result in poor estimates hence decision errors.ihptecisions under uncertainty may lead to

serious consequences and heavy financial penalties.

2.2 QUALITY ASSURANCE AND QUALITY CONTROL

The value of geochemical measurements depends tingolevel of confidence that can be
placed in the results. Critical to geochemical dargpand analyses for ERA are data quality
objectives and quality assurance and quality comrograms. Since results obtained from
sampling and analyses play a crucial role in dexishaking, emphasis should be placed on
the quality of measurement results. The qualityaoheasurement result and the confidence

placed on it depend on strict adherence to QA/Q@Qnam.

2.2.1 OBJECTIVES OF A QUALITY ASSURANCE/QUALITY CON TROL (QA/QC)
PROGRAM: (Downing, and Mills, 2007)

* Document the procedures and methods of samplectiole preparation, and analysis.
* To give assurance that data generated are indgcatithe study site characteristics

* To provide assurance as to the precision and acgofadata.

» To provide assurance as to the accuracy from usitwgnized reference standards.

» To provide a chain of custody of samples.

* help to ensure that results are valid and fit imppse (CITAC/EURACHEM, 2002)

* To provide measurement of the uncertainty in thgeulying data.

» prevent the entry of large errors into the databasel for geochemical modeling,
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It is important for both laboratories and theistmmers to realise that QA cannot guarantee
100% reliable results due to errors which lead toeasurement uncertainty
(CITAC/EURACHEM, 2002). The programs should be @gtin the early planning stages of

the investigation.

2.2.2 CRUCIAL ASPECTS FOR QA/QC PROGRAM
A quality assurance and quality control programaoid rock drainage (ARD) should address

the following aspects:

2.2.2.1 Sampling
It is the most vital component of ARD. If the saimglwork is not done properly, the mistakes
associated with the collected samples will be edrover to the succeeding components of
ARD. Inconsistent and inappropriate sampling proicesl should therefore be avoided. Factors
to be considered under this are as follows:

» Qualification of the personnel;

* Quality control samples (Table 2.4);

* Equipment calibration and decontamination;

» Sample record; and

* Chain of custody.

2.2.2.2 Analyses

Correct and reliable analysis relies on clear atehaate specification of the objectives of the
study and strict adherence to good QA/QC practidéishout a clear understanding of the
needs for analysis it is difficult to obtain usefelsults that clearly address the problem in

question. Factors to be considered under thissafellaws:

Laboratory selection;

Laboratory accreditation;

Staff qualification;

Instrument calibration and servicing;
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» Laboratory quality control samples (Table 2.5);

* Documentation of records; and

* Reporting results.

Table 2.4: Field quality control samplesYan Ee, Blum, and Starks, 1990

@)

TYPE FUNCTION

Duplicate Used to demonstrate the reproducibility of the damgptechniques and t
sample test the precision of the overall analytical sys{éeid and laboratory).
Field Blank | Used to check on potential sources of contaminatsnlting from exposur

to the ambient air or from improperly cleaned sangpéquipment.

4%

Trip blank Used to trace contamination introduced during skeipim

Split Samples

same location.

Used to determine the precision of a laboratanalysis by allowing
comparison of analytical results for two parts lod same sample from tf

ne

Spiked
Sample

function of the analytical procedures and equipment

Used to provide a proficiency check on analyte vecp as a function ¢
analyte loss during transport and storage of tHeeaed samples and as

Background | Used to compare site conditions to the surroundimgronment

Sample

Table 2.5: Laboratory quality control samples

TYPE FUNCTION

Certified reference material (CRM)

Used for the calibration of an apparatus
assessment of a measurement method.

Laboratory replicate

Used to evaluate the method precision.

Matrix Spike

matrix.

Used to establish if the method or procec
is appropriate for the analysis of a particular

Laboratory blanks

Assess contamination within the labora
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2.2.2.3 Data Management

Sampling and analyses program will generate a deralble amount of data that will need to
be properly managed to facilitate periodic revievd aevision of the sampling stratedyata
generated during a site investigation should bt and presented in a logical form to enable the
information to be assessddatabase provides a means by which the large vawokected can

be managed and maintained. A good database shoukdic database should contain all
information needed to easily evaluate the qualftgata, manage that data, and allow easy
reference to hard copy (Long, 2007). There areouaritypes of databases available but the
main ones are flat file and relational databasat fle style database consist of one or more
unrelated tables containing considerable recortisyTare usually ideal for small amounts of
data. An example are the spreadsheet such as &alational databases have a much more
organized structure for storing data. The tablabiwithe database are linked to one another
hence the term relation. Unlike most relationalabases, spreadsheet approach allows for

more complex and detailed analysis and facilitdtiescomparison of calculation methods.

2.2.2.4 Data analysis.

Data analysis procedures provided a platform byclWwherrors and flaws within the
measurement results can be identified. Data arsailygolved all procedures such as statistical
technique, plots, applied to describe, summarisé,compare data. It is recommended that all
collected data should be analysed to determinespagious results. Simple plots and statistical
analysis may be carried out. Example from the ABZSsufts, one may plot inorganic
carbonated NP against total NP to determine thsilpitisy of correlation between carbonate

content and total NP.

2.2.2.5 Reporting analytical result

This is the last and crucial step of the analytieat work. It is through result reporting that the
guality of measurements can be assessed by infiormager.

At least the following aspects should be incorpeatah the results report:

e Sample ID and laboratory ID;
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* Analysis date;

* Sample size;

« Sample (analyte)concentration units;

» Description of the analytical procedure adopted @albration;
* Quantification and validation procedures;

* Quality control sample results; and

» Statement of uncertainty.

2.3 BASIC STATISTICAL THEORY

The main aim of undertaking geochemical samplind analysis is to make some inference
about the population from which a sample is draWns through the application of basic
statistical tools that makes inferences possiliés $ection covers basic statistics including the
following:

» Sampling distribution;

* Central limit theorem; and

+ Confidence interval.

2.3.1 SAMPLING DISTRIBUTION

Sampling distributions are theoretical distribuidhat comprise of infinite number of sample

statistics taken from an infinite number of randpreélected samples of a specified sample
size. Under this, the main question to be answisréldow close is the value of the statistic to

the corresponding parameter of the entire popui@tigLenth, 2001). For example, if we have

60 elements, analysed in a sample from a populatmohour sample meanis 18.2, we would

like to know how far this might be from the meanfithe entire population.

In most cases, given the difficulty of measuring gopulation parameters, we often infer the
value of the mean p, variane€and standard deviation of the population from the sample
meanx, sample variance’ssample standard deviation s, respectively. Tlhnes sampling
distribution of the various sample statistics amedi as estimates of the corresponding

population parameter.
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Although many distributions exist, the often usethiat of the mean (Crépin and Johnson,

1993). The mean of the sampling distribution iss¢dqa the sampled mean of the population:-

2.1

]
I
=

Where
X = the samples mean

u = the population mean.

The samples meancan be expressed by the equation below:

n
i=1Xi

n

x = 2.2

Variance of sampling distribution of the mean indicates hthe values spread around the

expected mean value. The sample variance can lbessea as:
n-—1

n
1 _
52=—Z(X,-—X)2 2.3
i=1

Where n is the sample size.

Standard deviation (S)is the spread of values around the average ingeessample:

S = 1 ZH:X X )? 2.4
= n_1-1(i ) :
i=

The standard deviation (S) value gives an indicatibhow the values spread within a given
dataset. A large standard deviation (S) is an atdio of data values that have high dispersion
and wide spread of the numbers and are wide disioi of the numbers from their mean).(u

A small value of S shows that the data values lsedo the mean of the data.

For a normally distributed dataset, there is alilio®d that approximately 68% of the scores
20



are within one standard deviation of the mep) and 95% of thescores are within tw
standard deviations of the m¢ p. Further there is a 99.7% chance that indivic
measurements will fall within three standard deweiz of the mean as shown in Figui-3

below:

3z Co 13 7 1a 2o K]

Figure 2-3: Standard deviation Wikipedia 2009

Standard error of the mean: It is the standard deviation of theampling distributio of the
mean (Lane, 1993-20Q07Thus it defines how the sample avera¢c ) spreads around ti

average|f) of a populationlt can be expressed

Standard error is also related to sample sizeHgQation2.5 indicates that the standard el
of the mean decreases proportionately with the requaot of the sample size. Thus,
sampling distribution of will be more concentrated the larger the sample. <Standard errc

is also one of the main measures of precision acdrtainty

2.3.2 CENTRAL LIMIT THEORE M

The basis of this theory is that, for a given dsttion with a jopulation mearu and
population variance?, the sampling distribution of the mean approachasrmal distributiol
with a mean i) and a variance? as the sample size (n), increasLenth, 2001) But how
large should the sample size before it is ctto normal distribution? Generally this is not

easy question to answer since there is not an @caat where it can be said that the san
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size is large enough to warrant an assumption tthetsampling distribution is normal. A
sample size of n = 30 is usually recommended ast-®ft point where it assumed that a

sampling distribution is approximately normal (Stbarger, 2002)

The concept is employed throughout the geochemiealsurement process. For instance it is
used in determining the number of samples and tguabntrol situations where single
measurements are erratic (Long, 2007). If more oreasents are made, the average of the

results is much more reliable for decision-makimgnt when few measurements are made.

2.3.3 CONFIDENCE LIMITS OR LEVELS
The confidence levels indicate the level of errorisk one is willing to accept. If n samples

are drawn from a population with a mgaand a standard deviation

75% (@ = 0.25) confidence limits for sample meang £ 1.151%/n
95% (@ = 0.05) confidence limits for sample meang £ 1.960%/vn
99% @ = 0.01) confidence limits for sample meangs £2.576%/n

2.4 SAMPLE SIZE

The objective of sampling is the collection of gresentative sample-that is a sample that
exhibits the true characteristics of the targetytajion from which the sample is drawn. The
collection of representative samples is dependenbnly on good sampling design, but also

on the collection of the right number of samplesatsfy the requirements of the study.

Sample size determination is a crucial part ofithwestigation procedures. Collection of too
many samples is expensive and wasteful while tao $amples may be unrepresentative
(Reytblat, 2000). In scientific experiments involgihuman or animal subjects such as ERA,
sample size is a key issue for ethical reasonsumtter-sized experiment exposes the subjects
to potentially harmful treatments without advancikgmowledge while an over-sized
experiment, an unnecessary number of subjectsxp@sed to a potentially harmful treatment,

or are denied a potentially beneficial one (Ler2B01). It is therefore the investigator's

22



responsibility to make sure that the optimum numiloérsamples exhibiting the true

characteristics of the population or area is ctdiéc

2.4.1 DEFINITION OF SAMPLE SIZE
Townend (2002) defines sample size as the numbeneafsurements or observations made

from each population.

2.4.2 FACTORS AFFECTING SAMPLE SIZE
Generally the factors that affect sample size maildpend on the technique to be used in

calculating the number of samples, but at minimamysle size required depends on:

(a) Purpose of the studyit is one of the major factors affecting sampigsFor a small pilot
study, prior to detailed sampling, a few sampley b collected to obtain a rough estimate of
the conditions on the ground. For detailed studiesinimum of 30 samples is recommended
in order to capture the properties that exist witifie material understudy. For the purpose of
Acid Mine Drainage assessmentiofsitu rock, British Columbia Acid Mine Drainage Task
Force (1989) recommends a minimum sample numbeardbas the size of a geological unit

(MEND, 4.5.1-1, 1994).

(b) Available information about the study target: Available information and statistical

methods provide guides to the determination ofropin sample size (Germishuyse, Yibas and
Pulles, 2002). In geological studies, such infororatincludes: spatial distribution and

geological properties of the material, geotechnaadl physical properties and geochemical
characteristics. If the sampling target was stutheftre, the previous information can be used
to reduce required number of samples. Dependinth@mbjectives of a study, the previously
obtained mean and variance estimate values canused to calculate sample size for the

present study (Taylor and Kuyatt, 1994).
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(c) Variability of the geological properties of the geological material to be studied:
Basically the more heterogeneous a populationhs, larger the sample size required to
characterize the effect of variability. Conversedyhomogeneous population requires fewer

samples.

(d) Size of the sampling targetif the sampling target is large then more samplesequired.

On the other hand when the sampling unit is srf@ller samples are generally required.

e) Precision Generally more samples are required to achiesatgr precision.

(e) Cost There is a direct relationship between cost amchpde size. As the number of
samples increase, the cost also increases. Thimnskip between cost and sample size can be
demonstrated by the Figure 2-4, Myers (1997). Wiean samples are collected the cost is
generally lower but the risk of collecting unremetative samples is high. When more
samples are taken the sampling cost usually ineselasit errors and misclassification cost

decrease (Back, 2001). Therefore a balance amangeting factors should be sought.

Cost

Mizclaszification Cost

W

Number of samples

Figure 2-4: The relationship between cost and samglsize Myers, 1997
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2.4.3 METHODS OF DETERMINING SAMPLE SIZE

There are numerous techniques for determining sasipé. Some of the techniques are based
on application of statistical or mathematical fotawhile some are based on published tables
and others on imitating the sample size from a iptesv similar study (Israel, 1992). For
example, EPA tables for estimating the sample iggeired listed in Appendix B. One major
drawback of using such published tables is that #re mostly based on the assumption that
the measured attributes are normally distributed when the data for the study do not follow
this distribution; the use of the tables may leadrireliable results.

The use of sample size values from a previous aimstudy carries the risk of repeating errors

that were made in the previous study.

The following sections review methodologies fatedmining sample size based on the
application of statistical or mathematical formutadetermining sample size. The methods
covered include:

» Statistical analysis method; and

+ Volume method.

> Statistical methods

A number of schools of thought have come up wiffedent statistical formulas for calculating
the number of samples required. Crépin and Johii$883) recommended the use of the
statistic analysis method based on mean in detargnthe required sample size. The method

can be expressed by the equation below:

ta/z X S)Z
= (— 2.6
n ( d

Where

n = the required number of samples

te/2 = the Student’s t-value for a chosen level of sieni for example a confidence level of
95 % (=0.05).

s = sample standard deviation.
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d = the variability in mean estimation we are willimaccept critical value 2 the desired

level of precision.

Barthet.al (1989) suggested a different approach, in ordetetermine the minimum number
of samples, n, required to achieve a specifiedigiggt and confidence level at a defined
minimum detectable relative difference, one-sidede-sample t-test Equation 2.7, or one

sided, two sample t- test, Equation 2.8 can be.used

Zy+ Zp1°

n > “T”] +0.522 2.7
Z,+ Z,1°

n = T] + 0.25 7% 2.8

Where:

n = number of samples

Z, = the percentile of the standard normal distrdousuch that P (2 Z,) = infinity
Zy is the percentile of the standard normal distidsusuch that P (2 Zy,) = infinity
a = probability of a Type | error

b= probability of a Type Il error

D= minimum relative detectable difference/CV

CV= coefficient of variation.

The parameter values are listed in Appendix B.

Huesemann, (1994) and Back, (2001) argue thatetermhine the number of the samples
required, a small priori study area is necessaymRhis, a rough estimate of the geochemical
and analytical variance can be established hermcadbessary number of samples and number
of analysis per sample to meet the specified obgxtcan be calculated. The statistical

formula to calculate the sample size can be expdess:
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n=— 2.9

Where
n = number of samples

S andS;are coefficients of variation (relative standardidgons).

For example, if the priori field study has giveg=210% and the sampling objective ig<S

10%, the approximate sample numbers required is 16.
» Volume Method

The British Columbia Acid Mine Drainage Task Fod®91) developed a curve that can be
used as a guideline to ascertain the minimum nurmbsamples required to characterize each
geological unit, Figure, 2-5. The curve was devetbfpased on a limited number of sites
within British Columbia, Canada as a function af thass of the geologic unit being sampled
(Downing, 2007). The recommended minimum numbesadhples is given below (MEND,

4.5.1-1, 1994):

n=0.026M°%> 2.10
Where
n = number of samples

M = mass of the geologic unit or lot in tons (M>6*1on).

For a 16 ton waste deposit, the minimum number of samgl@8ias shown in Figure 2-5.

The sample volume required for a given study maydérmined by using Gy's sampling

which can be expressed by the following equation:

§2=— 2.11
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Figure 2-5: Sample size determination using the voime method MEND, 4.5.1-1, 199%

Rearranging the equation in order to make m sulbjeitte formula would give (Yang, 2006):

Where;
S is the sample standard deviation of the error
d is the size of the largest particle in the sample
C is a product of

» liberation factor;

» shape factor;

» particle size distribution factor; and

» Composition factor.

2.12

The output is a mass needed to achieve a spesdimagling error (Ramsey, 1998).

Robertson, Robertson and Kristen (1990) discourdgeduse of fixed sample numbers e.g.

volume method. Instead he suggested a preliminamypbng plan for determining the best

sampling strategy. The following strategies wemnremended:

Replicate sampling it involves extracting several samples at the esdocation. It can be
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adopted when the objective is determination ofntiean of a given variable.

Sequential sampling: This can be used when the objective is to redwreance between
samples.

Exceedence driven samplingthe strategy is designed to identify outliershivita dataset.
Croarkin (2003) defines an outlier as “an obseorathat lies an abnormal distance from other
values in a random sample from a population”. Waeroutlier has been identified, sampling
number is increased at locations where these caithiecur.

Markovian sampling strategy reflects the rise beyond a threshold | leletermined by
previous sampling. The sample size is adjustabl zased on "alert" levels. (Robertson,
Robertson, and Kirsten, 1990)

Stratified sampling strategy divides the waste rock pile into homogesestratum. The

strategy under its counterparts provides somesstati predictability.

2.4.4 PROCEDURE FOR SAMPLE SIZE DETERMINATION
Croarkin (2003) proposed the following processdetermining sample size:
» Determine the purpose or objectives of the study;
» Build up or find an equation that relates the d&bkprecision to sample size;
» Use previous or prior information to estimate unkngarameters such as variance or
mean;
* When stratified design is adopted, determine sasipkefor each stratum; and

The final sample size is scrutinized for practigyali

2.45 SUMMARY

The determination of the required sample size fisnation of the study objectives, cost and
variability. Each of the factors should be taketoimccount before deciding the number
required. The method chosen should satisfy theshnaetdand. One major drawback associated
with use of statistical methods for determining plarsize is the assumption that a random
sample was drawn. This assumption brings in somgptications especially when a different
complex sampling design is adopted, for examplatiied sampling. The use of this design

requires one to take into account the variancesubfpopulations, strata, or clusters prior to
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estimation of the variability in the populationag/hole can be made (Israel, 1992).

In addition the use of statistical methods in sagite determination requires a good estimate
of the standard deviation. However more often thatn when the sample mean is unknown, so
is the sample standard deviation. The mass metl@denly applicable where solid materials
are to be sampled. It cannot be applied where dinepbng target is either a gas or fluid.
Studies conducted by Smith and James (1981) haealexl that the mass techniques tend to
give an "over-estimate" of mass. In addition, deieation of the parameters linked to the

calculation of the constant C is difficult.

The cost method, although important does not tateeaccount important aspect such as the
required precision, confidence, and prior knowled§¢he target. The aspects impact greatly
on sample representivity and accuracy of the estisna

Several methods of sample size determination wismssed in detail. Of all the methods, the
method which satisfy the requirement of this stigdhe statistical analysis approach based on
the formulan= Z,,* * S%/d®>. One major advantage of the method is that sominefmost
important parameters that impact on samples sealiaectly incorporated in the formula for
sample size determination. Such parameters incledel of required accuracy, standard
deviation which shows dispersion and confidenceruat. This importance of this is that the
user has control over the input hence have anafii@ output. These factors and their effect

on sample size determination are further discuss&hapter 3.

2.5 UNCERTAINTY

With every measurement including geochemical megmseants and calculated result, no matter
how carefully they are made, there is always uagast. Only measurements involved in

counting are accurate (Weber, 2006). In geochemsealpling and analyses, uncertainty arises
from the fact that only a portion of the targes@npled instead of the whole population hence
the obtained measurement value is one probable valtiof a universe of possible values for

the population under study. That is if one weresfmeat the same measurement several times it
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is likely that different results will be obtainedariation between these repeated measurements
is attributed to some influential factors resultifrpm inconsistency of the measurement
process. The influential factors are referred taraertainty sources or components. Given the
inherent variability of measurement, measuremesult® should be accompanied by an

estimate of the uncertainty for the measuremenitrésdams, 2002).

2.5.1 DEFINITIONS
25.1.1 Uncertainty

International Standards Organization (ISO, 1995jinds uncertainty as “a parameter,
associated with the result of a measurement tratackerizes the dispersion of the values that
could reasonably be attributed to the measurantié Tmeasurand” is the quantity being
measured (US EPAet.al 2004).The parameter may be, for example, the rexpatal
standard deviation of the arithmetic mean. Tayl®96) defines uncertainty as a measure of
the incompleteness of one’s knowledge or informadilbout a quantity whose true value could
be established with a perfect measuring devices Timeertainty can be summarised as a range
of values in which the true value of the measursndxpected to lie with high probability.
Related to the concept measurement uncertainty naeasurement error, precision and
accuracy. 1ISO (1993) define accuracy as the cleseokagreement between a test result and
the accepted reference value. Accuracy cannot kesuned, it can only be surmised from
secondary measures that reflect the likelihood dématinalytical method is accurate (Mason,
1992).The precision is a measure (or an estimdt#)eoreproducibility (i.e. repeatability) of

repeated measurements.

25.1.2 Error

Error is defined as the difference between obsewadde and the true value of the measured

guantity (ISO, 1993). It can be expressed by thetgn below:

E=x—x 2.13

Where E is error, x is the true value anikxhe obtained or observed measurement value.
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Pitard (2005) defines error as “variation in measents, calculations, or observations of a

quantity due to mistakes or to uncontrollable fegto

Errors are not "mistakes" but refer to inevitalladcuracies and imprecision of data resulting
from limitations of selecting small representatsamples from large volumes of material and
from the sensitivity of analytical methods. As esrare cumulative, each step of sampling

through to analysis can be identified as a souregror (Downing, 2007).

It consists of two components which are systenstt random errors.

Systematic errors these errors often lead to bias of the measuremamfting all
measurement in a systematic way so that measuramsuits vary in a predictable manner.
For example, a balance may constantly read mad¥l@.Bigher because it was poorly
calibrated. These errors are consistent and catiffoeult to identify and correct (Owen, and
Jones, 1990). Systematic error can result in higleipion but poor accuracy. Unlike random
errors, they cannot be minimized by statisticallysia of repeated measurements. Systematic

errors can be estimated using a certified referemeterial and may be reduced by calibration.

Random errors. these errors are variations between successiasurgments made under

identical experimental conditions due to limitagoaf the equipment or techniques used to
make the measurement. Unlike, systematic erroesetiors cause measurements to vary in an
unpredictable way hence the term “random error” é@wand Jones, 1990). Sources of random
error include lack of sensitivity of the instrumenbise in the measurement and imprecise
definition of object dimensions. In experimentalaserements, random error can be reduced

by taking sufficient number of measurements (Morgad Henrion, 1990).

2.5.2 UNCERTAINTY VERSUS ERROR

Although some scholars for example Geelhoed (20688)the two terms error and uncertainty
interchangeably, these terms differ in a numbevajs. Uncertainty takes a range of values in
which the true value of the quantity being measuseekpected to lie, while error is made up
of an individual value reflecting how the measuvetlie deviates from the true value, Figure
2-6. In most cases, the true value is unknown. [kedy errors for the measurement are
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estimated by prescribing a range/bound for thesersras illustrated in Figure 2-6. This

collective range of errors is called uncertainty.

Value, Error and uncertainty

Ervox Uncertainty range

A=y-yr y=L ..yt U

Measurand Y

Figure 2-6: Relationship between value, error and ncertainty (Leito, 2004

Example 1

For example an analyst from repeated measuremenass (g) reported the results below:

150.02 | 150.00( 149.971 149.9F 150.03

The mean of the measurement result is 150g. Thgeran these values is 0.03g (150.03-
149.97) that is the difference between the maximamd the minimum value. This is an
estimate of the possible range of errors. Thisbh@awritten as:

Mass=150.00g (mean) = 0.03g

This means that the analyst is confident that the tass value lies between 149.97 and
150.03g.

Thus + 0.03g reflects uncertainty.

2.5.3 NEED FOR EVALUATING UNCERTAINTY
Many world renowned organizations such as, Ameridational Standard Measurement and

Associated Instrument Quality Assurance for RadiagsLaboratories, (ANSIN), ISO,
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EURACHEM, UKAS, and US EPA recommend that a statgnué uncertainty accompany
each measurement. Most of these bodies have rekmagral reports and guidelines for
evaluating and estimating measurement uncertaifibjus one aim of reporting a result
accompanied by an uncertainty value is to comply wegulations for reporting a scientific
measurement result. For example estimation of the measurement uncertainty isired in 1SO
17025 /9 (Magnusson, 2004). proper acknowledgment of uncertainty associatét & given
measurement result improves the credibility of thesults. Further communication of
uncertainty can lead to more informative decisicaking, as the decision makers are able to
carefully consider what may be possible and thesequences of such events (Huesemann,

1994).

2.5.4 TYPES OF UNCERTAINTY

Uncertainty can be classified into two broad classeamely sampling and analytical

uncertainty. Sampling uncertainty refers to all g9k sources of uncertainty, which may
occur prior to analysis. In geochemical investigiagi, sampling uncertainty is often considered
as the dominant source of uncertainty (Ramsey, 1I9B8s uncertainty is a result of many

factors with the major source being heterogendiither causes include improper sample
handling and incomplete sampling equipment contatian. Sampling uncertainty can be

reduced by increasing the sample size.

Analytical uncertainty results from the limitation$ analytical method used during analysis
procedure. Common contributors include poor detectimits, analytical bias, lack of
precision, and susceptibility to interferences. Sehdactors create an uncertainty interval

around the analytical result.

The Triad (2004) recognizes five types of uncetiaiassociated with measurements in

hazardous waste site namely:

» Decision;
 Model;
* Analytical,
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» Sampling; and
* Relational uncertainty.

Decision uncertainty is the total uncertainty ciimittion from political, economic, and public
perception factors, along model, analytical, santpliand relational uncertainties. Model
uncertainty refers to the uncertainty associateth whe inability of a model to accurately
portray the key site features. Relational uncetyaia the uncertainty associated with the
relationship between a parameter being measuredhrenttue parameter of interest from a
decision-making perspective (Triad, 2004). As famgling and analytical uncertainty, the

principles as discussed in section above apply.

Haimes (1998) recognizes two types of uncertaingnely knowledge and variability

uncertainty. Variability uncertainty is linked teterogeneity of the material being sampled.
Knowledge uncertainty results from incomplete kremge of the model that should be
applied. The two are sometimes referred to as@lgaind epistemic uncertainty respectively.

The two types are summarised in the Figure 2-7.

This classification of uncertainty has the disadaga of excluding other possible sources
attributed to sampling and analysis. For instamestrumental effects, which are linked to

analysis, also contribute to measurement unceytaint

Back (2001) divides uncertainty into three clagsasely pre-sampling, sampling uncertainty,
and post sampling uncertainty. Pre-sampling uniceytaefers to uncertainty that occurs prior
to sampling. Uncertainty is introduced during pretiary studies when prior information is
used to estimate the value of some parameter. e¥ample, use of standard deviation from
previous studies to estimate the number of sampgsired for the present study. In this
process, it is inevitable that the estimated patemaill be associated with some uncertainty

that is carried over to the present study.
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Uncertainty

Variability Knowledge
Intrinsic variability, Uncertainty due to lack of
includes spatial and knowledge
temporal variability -includes model structure

-parameter uncertainty

Irreducible -measurement error

Figure 2-7: Types of uncertainty Haimes, 1998

Sampling uncertainty arises due to the fact thiat jtractically difficult to obtain samples that
are reproducible and of highest quality. Generdigld sampling is much larger than
uncertainty that is associated with post-sampliogvidies, such as sample preparation and
chemical analysis (Crépin and Johnson, 1993). Pasipling uncertainty is uncertainty that
occurs after sampling. Source of post sampling airgy include:

* Poor sample handling and transport;

» Contamination of the sample during preparationsutttsampling; and

* Poor instrument calibration and human error.

Gy (1998) recognizes seven types of errors fromh lm@mpling and analyses. These are
fundamental, grouping and segregation errors, gerierrors, increment delimitation error,
increment extraction error, preparation errors andlytical errors. The most important of
these is the fundamental error that is associati#itl meterogeneity. This error unlike other

errors cannot be eliminated but can be reduced gmsing the sample.
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2.5.5 SOURCES OF UNCERTAINTY

For geochemical measurements, the identificatioth@fpossible sources of uncertainty is not
as simple a task. This is due to the complexitytredf measurement process. In order to
accurately identify the sources of uncertainty watinfidence, it is advised to consider each

process undertaken during the measurement prosgxsential source of uncertainty.

» Sampling strategy
The sampling strategy defines how the samples aliected from a given sampling target.
Under this uncertainty results because of:

* Only limited number of locations within the studggulation is selected.

* Few samples were collected.

» Strategy for sampling does not capture the extetiteovariability that exists within the

population being sampled.

» Sample preparation
Prior to analysis, all samples undergo preparalitve. aim of sample preparation is to produce
a manageable sample suitable for laboratory arsaly@ample preparation includes both
chemical and physical processes such as acid igedtying and or sieving. These processes
introduce uncertainty through the following (Pita2®05):
« Contamination of the sample;
* Loss of fines during crushing or fine particles mstick to the equipment due to
electrostatic forces;
« Change in the physical, chemical, or mineralogaahposition of the sample due for
example to excessive drying; and

» Poor handling of the sample and sample mix up

» Analysis
The analytical method itself can be a major sowfcencertainty for the measurement results.
Geelhoed (2005) defined this uncertainty as thiemihce between the analysis result and the

true value of the analyte concentration in the pestion. This variability component arises
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from imperfections of the analysis operation. tlides uncertainties associated with:

* Variations in the measurement conditions for exanplmidity changes affect results
especially materials sensitive to humidity;

* Recovery of the analyte from a complex sample matri

* Reagent purity;

« Computational effects for example rounding off ifufes can lead to inaccuracies in
the final result;

» Human errors for example reading a meter or saaisistently high or low; and

» Error that occurs during the publication of theagadesults.

» Heterogeneity

Heterogeneity expresses the variability inherenh@épopulation or material being sampled in
terms of the chemical and physical make-up. Thiy e particulate size, and levels of
contamination. It includes both constitutional adidtribution heterogeneity. Constitutional
heterogeneity, describes the differences in conipasi shape and density between the
smallest individual and separable constituentstribigional heterogeneity further describes
the part of the overall heterogeneity stemming frepatial distributions at higher levels
(Esbensen, 2005).

It has been identified as the major source of mmemsent uncertainty in geochemical
sampling and uncertainty (Minkkinen and Paakkunai2€05).

Gy defines heterogeneity as:

a;_a; Mi
x frm—
a Ml

2.14

hi=

Where

hi = heterogeneity,

a = value of the process variable in sample i,

a_= mean value of the process variable in the sample,

M; = the mass of the sample i
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M; = the mean of the sample mass

A case in point is when uncertainty is introducegduse increments from different locations
in the target area will have different expectedosorirations of analyte in a heterogeneous
material concentration. For measurements subjeotederaging, sample-to-sample variation

of the analyte concentration introduces uncertdintyie measurement result.

» Instrument
The instrument used for extraction of the sampdenfthe target and analysis may present the
weakest link in the measurement process. For messuaring instruments, uncertainty results
from:

» Poor detection capabilities of some element, fangde XRF cannot detect minor
elements with accuracy. The causes of such inkilitgaare attributed to short
counting time and high background interferenceland decay time;

* Improper instrument calibration; and

* Manufacturer specifications: most measurementungtnts have an accompanying
statement of accuracy or tolerance level specibigdthe manufacturer. This value

should be incorporated in uncertainty measurements.

2.5.6 METHODS FOR QUANTIFYING UNCERTAINTY
The section reviews some of the most popular metftwdquantifying uncertainties in
environmental studies. These include:
« Particulate sampling theory by Gy (1992);
« EURACHEM method for Quantifying Uncertainty in Amgtital Measurements
(QUAM) (2000); and
* ANOVA (empirical approach) by Ramsey (1998).
The section begins by listing the parameters fopr&ssing uncertainty and a detailed

discussion of each method follows.

2.5.6.1 Parameters for expressing uncertainty

Table 2.6 highlights some of the parameters useapnessing uncertainty.
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Table 2.6: Parameters for expressing uncertainty

Parameter Formula
Variance 1 < _
§2= —— Z(Xi -X)
n—1
i=1
S
Standard 1 < _
= = ) - Xy
deviation n-1&
Standard G - s
error Y Vn
Confidence
interval X+tty,
Rectangular a3
Probability | Triangular a6
distributions| Normal distribution a2
S

2.5.6.2 Top Down and Bottom up approach

Ramsey (1998) recognized two broad approaches dantdying measurement uncertainty,
which are bottom up and top down approach. In tb#om up approach, each individual
source of uncertainty is identified and quantifiseparately as standard uncertainty (its
standard deviation). The overall uncertainty isnidiby combining the individual standard
uncertainty values for each contributing uncertacamponent. An example is the Particulate
sampling theory by Gy (1992). The bottom up apphnoages already established methodology
but requires that each source of uncertainty batiiieed which may be difficult to achieve.

Gy’'s method is discussed in detail in Section 2%.6
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The top down approach estimates uncertainty frqulicate samples or results obtained from
inter-laboratory trial. (Ramsey and Argyraki, 199The scatters of these measurements are
then used to estimate the uncertainty. Examplehés émpirical method that uses robust
analysis of variance (ANOVA) to estimate uncertgintsing this method, the sources of
uncertainty are grouped into two main classes, §aghpnd analytical uncertainty. One of its
weaknesses is that it does not identify all the moments contributing to uncertainty. The

technique is further discussed in section 2.5.6.5.

2.5.6.3 Particulate Sampling Theory, by Gy

Uncertainty from both sampling and analysis camgbantified using Gy’'s sampling theory
model.The theory is based upon the relationship ¢xésts between the variability of the
material, the particle sizes in the material, ttstrithution of the component of interest, and the
size of sample taken (Mason, 1992).

According to Gy (1992);

“A sample is correct when all particles in a rantipwhosen sampling unit have the same
probability of being selected for inclusion in themple.”

Any deviations from correct sampling will resultsampling bias. The theory classifies error
into 10 classes (Figure 2-8). Some of these etrave a variance that can be estimated while
others can give an idea whether the bias is pesdivnegative (Gustavsson, Lagerkvist, and
Luthbom, 2005). Most sampling errors, except theppration errors, are due to the material

heterogeneity.
* Global Estimation Error (GEE)
The Global Estimation Error (GEE) is the sum of tb&al sampling error (TSE) and the total

analytical error (TAE) (Minkkinen, 2004). It can bgpressed as follows:

GEE =TSE + TAE 2.15
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* Analytical Error (AE)

Analytical error is error resulting from the ar#dgl technique used. These errors include
instrumentation error, calibration error, operagomors, poor detection limits, analytical bias,
and any other error linked to the analytical precesnlike sampling errors, analytical errors
are usually well-understood and well-controlled laporatory quality assurance and quality

control procedures. Its contribution to GEE is Ulsusmall.

» Total sampling error (TSE)

It is a combination of Preparation Errors (PE) aadhpling or selection error (SE) (Mason,
1992). The selection or sampling error (SE) congpakfundamental error, preparation error,
increment extraction and delimitation error, peitocheterogeneity error, long range

heterogeneity error and grouping and segregatiam as shown in Figure 2-8.

This error can be expressed as follows:

TAE=PE+Z(FE+GE+DE+EE+CE2+ CE;) 2.16

Where
PE = Preparation error, FE = Fundamental Error=G&ouping and Segregation error, DE =
Increment Delimitation Error, EE= Increment Extiant Error, CR = Long Range

Heterogeneity Fluctuation Error, gEPeriodic Heterogeneity Fluctuation error

* Fundamental Error (FE)

Fundamental error is the main source of samplingy eThe main cause of fundamental error
is constitutional or compositional heterogeneitytlod material being sampled. Sample may
occur in terms of the particle size, particle wejgin particle shape. Fundamental error always
exists. It is the only error that can be estimdiefbre hand, i.e. prior to performing sampling.
Fundamental errors can be reduced by reducingahele size of the material being sampled.
The relationship between FE, mass, and particke sén be expressed as follows (Ramsey,

1998):
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Where S is the standard deviation of the samplingyem is the sample mass; d is the size of

the largest particles in the sample and C, thetaahss a product of a number of factors.

Global estimation error
(Overall error)

A 4 A

Total Sampling error Analytical error

Fundamental error

Grouping and segregation

error

Increment materialization

A 4

error
A\ 4 A
Increment Increment extraction
delimitation erro errol

Preparation errors

A 4

A 4 A 4 A

Loss error Human error Contamination error

Point selection error

A 4

A 4 A

Long range Periodic heterogeneity

heterogeneity err errol

Figure 2-8: Classification of errors(Gy, 1992)
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It can be expressed as follesMEURACHEM/ EUROLAB/CITAC/ Nordtest, 2006
C=fgpc 2.17

Wheref is the shape factor,

g is the size distribution factog £0.25 for wide size distribution argd=1 for uniform particle
sizes,f is the liberation factor for materials where thbelated particles are completely
liberateds= 1.

For unliberated material an empirical equatjém (L/d)*

L = Diameter of the congregate

D = Single mineral diameter (librated single mihera

Where values of ranging from 0.5 to 1.5 have been suggestedcasdhe constitution factor
and can be estimated if the necessary materialkepiiep are available by using (Minkkinen,

2004):

c=+pc+(1—%)pm 2.18

Where

a_ is the average concentration of the lot

a - theconcentration of the analyte in the critical pees,
pc -the density of the critical particles

pm - the density of the matrix.

The parameters are illustrated in Figure 2-9. Frieenequation it can be seen that doubling the

sample mass will reduce variance by a factor ofawd uncertainty by a factor o2.
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Figure 2-9: Estimation of factors for the estimatim of the fundamental error*
As follows:

C=fgpc = f*(1 to 0.25)*(1 to L/DY*° ¢

wheref is the shape factog is the size distribution factog(=0.25 for wide size distribution
andg =1 for uniform particle sizeg; is the liberation factor for materials where theetated
particles are completely liberateés 1.0 for unliberated material an empirical equatjé=
(L/dY where values of ranging from 0.5 to 1.5 have been suggestedcasdhe constitution
factor and can be estimated if the necessary mafeoperties are available by using Equation
2.19 above.

» Grouping and Segregation Error (GE)
This error results from distribution heterogendimat occurs within the sample material. It
results from non random segregation or groupingamfiple elements. This is often attributed
to the effects of gravity which causes for instarfdgh density particles with high levels of
analyte often drop to lower levels of the sampéising subsamples from the top to be biased low
and subsamples from the bottom to be biased higirldGh, et.al, 2004) The relationship
between S? (FE) and S? (GSE) when taking N incrésnén expressed by (Gustavsson,
Lagerkvist, and Luthbom, 2005).

! Figure adapted from EURACHEM/ EUROLAB/CITAC/ Noest Guide, 2006
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S? (FE)
N

S? (GSE) ~ 2.19

S? (GSE) — Variance of the grouping and segregaicor

S? (FE) = Variance of the Fundamental Error

N = number of increments

Grouping and segregation errors can be minimizeddbigcting as many small increments as

possible or by homogenization of the sample (USEFPR9).

* Preparation error (PE)

These result from:
= Contamination due to improper procedures or contatad equipment;
= Losses, e.g. fine particles are lost due to dustingnay stick to the sampling

equipment due to electrostatic forces;

= A change in the physical, chemical or mineralabgomposition of the sample;
= Human error, e.g. mixing up sample labels; and
= Sabotage and fraud-although rare, possibility ekist (Back, 2001).

These errors can be eliminated by using correcpBagpractices and equipment, as well as

operator training.

* Increment extraction error (IXE)
This error is occurs due to incorrect extractioranfincrement. The extraction is said to be
correct if the particles with their centre of masside the defined sample volume get into the
sample. Thus a correct sampling tool should includéerials that should be part of the sample
and exclude those that should not be part of tmepka (Mason, 1992). This error can be

reduced by using the correct equipment.
* Increment delimitation error (IDE)

This error occurs when the sampler or sampling aiedelimits portions of material to be

sampled. This results in a non uniform probabiityach particle to be collected
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The expected bias from delimitation error is giverEquation 2.20 (Gustavsson, Luthbom and

Lagerkvist, 2005):

E[B] = E[C,— E[C,] 2.20

Where E [B] is the expected bias, EsJ@xpected mean concentration in extracted sammle a
E [C] is the expected mean concentration in the sanijle.error can be eliminated by using

a proper sampling device.

» Periodic Heterogeneity Fluctuation Error (CE3)

It is a non random and cyclic error resulting frahe fluctuations in the material to be
sampled. These periodic fluctuations can be bathiadpand temporal. For example variations
in rainfall patterns from one season to another mesult in cyclic pattern of pollutant

concentrations found in the vadose zone (Back, ROUkis error can be minimized by

compositing samples correctly (USEPA, 1999)

* Long - range Heterogeneity Fluctuation Error (CE,)
This error is generated by the heterogeneity resufrom local trends (Mason, 1992). The
error is nonrandom. Variance of this error can bangjfied using variograms (Back, 2001).

This error can be reduced by taking many incremeenfisrm the sample.

Advantages of the approach are summarised as foll@awv

» Largest source of uncertainty can be easily idietif

* It gives a transparent method showing which comptnef uncertainty have been
considered in the summation of uncertainty.The theoapplicable to the sampling of
particulate materials and fluids (Borgmaat.al, 1996). The theory is generally
comprehensive in that it takes into account allrses of error resulting from the
process of sampling and analyses. Other theoridg @yver a small part of the
sampling problem but Gy’'s theory is the only themfrgampling of particulate material

that is accepted and undisputed world-wide (Pith993).
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» where prior information is available, the appraecican be less costly than extensive

experimental studies (EURACHEM /EUROLAB/ CITAC/ Nitest Guide, 2006)

Limitations of the approach are summarised as follws:

= The method is too theoretical and therefore diffitmimplement. May require detailed
prior measurements of the mineralogy, grain sizkaralyte speciation of the material
to be samples (e.g. soil) and how these vary athestrget.

= The theory is not appropriate where the samplingetaconsist of volatile or semi
volatile chemicals.

= The estimates for C (constant) are difficult toedetine.

= Gy has presented his work in a number of Frencheanglish publications but the high
complexity has restricted the use of his samplivepty by engineers and scientists. In
cases where Gy’'s published works are encountehey, are difficult to understand

even if one is able to translate from French imglish

2.5.6.4 Quantifying Uncertainty in Analytical Measuements (QUAM) by EURACHEM
guide offers guidance for the evaluation of measem uncertainty particularly arising from
chemical analysis. The guide operates within th® FBamework based on “Guide to the
expression of Uncertainty in Measurement” (GUM).cAing to the guide, the process of
estimating uncertainty for a given measurementlresan be broken down into four steps
which are:

Step 1: Specification of the measurand;

Step 2: Identify the uncertainty sources;

Step 3: Quantify the uncertainty components; and

Step 4: Calculate the combined uncertainty.

The steps are summarised in Figure 2-11.

Step 1: Specify the measurand.
Measurand is defined by ISO (1993) as the partiogentity subject to measurement. This

step requires the analyst to clearly give a detatatement regarding the measurand including
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its relationship to the input quantities upon whitldepends. That is, provide a quantitative
expression relating the value of the measurantiégpirameters on which it depends. These
parameters may be other measurands, quantitied\ahécnot directly measured, or constants.
Basically the required level of detail for the sfieation of the measurand depends on a
number of factors including the required level acaacy of the measurement and the

available information (Adams, 2002)

Step 2: Identify uncertainty sources

Following the definition of the measurand is id&oétion of uncertainty sources. This step
requires that a comprehensive list of all posssolgrces of uncertainty be compiled. In coming
up with the list it is crucial to start with thedia expression used to calculate the measurand. A
cause and effect diagrdmay the used as to avoid double counting of seur€gure 2-10
illustrates a cause and effect diagram. Possihleces of uncertainty that may result during

sampling and analyses are listed in Figure 2-12.

Sample . Sample Test
Preparation Matrix Measure
CAUSE EFFECT
iﬁﬁng Site Samgpling Samplel
Media Strategy Collection

Figure 2-10: Field Sample, uncertainty Sourcedrfgersoll, 2001

Step 3: Quantifying uncertainty
After sources of uncertainty are identified, anreate of the likely size of these sources is

made Prior to quantifying the various sources it impaitto first reconcile the information

2 cause and effect diagram is a graphical represemtaf the component uncertainty effects that eaus

measurement uncertaintyagersoll, 2001)
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requirements with the available data. If there a¢ @nough data, a plan should be made to

obtain the further data requirements

* Uncertainty arising from the various sources cangbantified by determining the
combined contribution to the uncertainty on theultssfrom some or all of these
sources using method performance data. Performdate is data derived from
method validation studies of the used analysis atketh

OR
« Evaluating the uncertainty arising from each indidl source and then combining

them using the laws of uncertainty propagation.

1. Uncertainty estimation based on performance data
The guide presents several ways of estimating taiogy based on performance data. Only
one of these methods will be considered, uncepaistimation using in house development

and validation studies.

2. Uncertainty estimation using in house developmentral validation studies
Method validation parameters such as precisiors, liigearity, detection limit, robustness and
specificity can be used as means of estimating mneagent uncertainty. According to the
Ellison, Rosslein, and William, (2000) uncertaimtstimation from these parameters uses the
best available estimate precision which can beirdétafrom calculating the standard deviation
of an overall bias and its uncertainty. A goodreate of precision can be obtained from taking
the standard deviation value of replicate analysaformed on the study of several samples.

Bias can be estimated by repeated analysis otaaet CRM.
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Step 1

| START ' |_:) Specify measurand

Step 2

= Step 3
Simplify by grouping
sources covered by
existing data

Convert components to
standard deviation

] |
== Step 4

Calculate combined
uncertainty

J |

Review and if necessary
re-evaluate large
componets

] |

Calculate expanded
uncertainty

- =

Figure 2-11: Uncertainty estimation processKEllison, Rosslein and William, 2090
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Sampling (1N}
Homogeneity
Effects of sampling
strategy
Temperature effects
Pressure effects

A 4

Sample Preparation (2)
Homogenization

Drying

Dissolution

Extraction
Contamination

\ 4

Presentation of CRM to
the measuring system
©)

Uncertainty for CRM
CRM match to sample

Data processing (6)
Averaging

Statistics

Control of rounding
Processing algorithm

A

Analysis 5)

Carry-over in auto analyser
Operator effects

Reagent purity

Instrument parameter
settings

Run to run precision

A

Calibration of the

instrument 4)
Instrument calibration errorg
using a CRM

Reference material and its
uncertainty

Sample match calibrant
-Instrument precision

Presentation of results
(7

Final result

Estimate of uncertainty
Confidence level

A 4

Interpretation of results
8

Against limits
Regulatory compliance
Fitness of purpose

Figure 2-12: Flow chart for processes involved inampling and analysis and the possible

uncertainties in analytical process Ellison, Rosslein and William, 2000
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3. Quantification of individual components.
When method performance data is unavailable ieé®mmended that uncertainty sources be
evaluated individually. The components can be @erivom:
Experimental variation of input variables — the uncertainty associated with variables often
arises from random effects which cause variatioresiilts when the experiment is repeated. In
this case uncertainty is quantified in terms ofdtedard deviation of the values.
From standing data —standing data such as calibration certificatesngft®vide information
regarding uncertainty.
By modeling from theoretical principles —physical theories which provide good models for
effects on result exist. One well known examplehes effect of temperature on volume. By
establishing the relationship between the two, dagdgies can be calculated (Ellison,
Rosslein, and William, 2000).
Using judgment - Not all sources of uncertainty make a significaontribution to
measurement uncertainty. Prior to combining una@stathe contributing uncertainties must

be expressed as standard uncertainties (the sthdeaiations).

Each source of uncertainty is converted to standawihtion. When an uncertainty component

is expressed as a standard deviation it is refeored standard uncertainty. (1ISO, 1993)

Rules for converting uncertainty components todsath deviation:

 Where uncertainty components were evaluated expetailly from the dispersion of
repeated measurements, the standard deviatioe oéslts is the standard uncertainty

* In the case of contribution to uncertainty in sengieasurements, the standard uncertainty
is the standard deviation.

» For results subjected to averaging, the standacertainty is the standard error of the

mean.
Step 4. Combining standard uncertainty

There are two main rules that can be followed wbembining uncertainty. These rules are

based on laws of error propagation (Taylor, 1996).
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Rule 1

For models involving a sum or difference of qua@sit combined standard uncertaingyyis:

u.(y(p,q....)) = Ju@®? + u(q)?®+ - 2.21
Rule 2

Models that involve a product or quotient, combinedertainty is given by

’ 2 2
u(y)=y <u;p)) + (uilq)> + ... 2.22

Calculating Expanded uncertainty

The combined uncertainty is multiplied by the caggr factor (k) in order to obtain the
expanded uncertainty. Expanded uncertainty providesinterval about the result of a
measurement that may be expected to encompasgeafitaction of the distribution of values

that could be reasonably be attributed to the nmraagu(ISO, 1993). It can be expressed as:

U=k=* u, 2.23

Where U is the expanded uncertainty and k is tverage factor.

In choosing the coverage factor (k), there areraber of aspects that have to be considered:
» The level of confidence required;
* Knowledge of the underlying distribution; and

» Knowledge of the number of values used to estimaidom effects.

Reporting uncertainty
Information required when reporting uncertaintylines:
= Method used to calculate the measurand and thdasthincertainty
= The values and all sources of all corrections fathlthe calculation and uncertainty
analysis.
= List of all the components of uncertainty with fdbcumentation on how each was

evaluated.
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The procedure below is used for reporting combstaddard uncertainty
Results: x (units) e.g. Total lead: 4.37%w/w

Standard uncertainty: 0.005%w/w

Expanded uncertainty is reported as

Result: (x £U) units e.gtaidead: (4.37+0.05)%w/w

Advantages of the method can be summarized as folis:
* The method is based on existing techniques whidkesd easy to apply.
* It also allows the analyst to see which compongrdontributing more to uncertainty
hence the analyst can see where an adjustmene isatinpling or analyses process is

required so as to minimize uncertainty.

Limitations of the method can be summarised as falws:

» The definition of the element that is being meaduseusually problematic. This is the
case with geochemical sampling and analyses wheremdber of measurements and
procedures are carried out.

* Some components of uncertainty are not readily tfisivie.

* More emphasis is place on the contribution fromlymes toward measurement
uncertainty. As illustrated in Figure 2-1, the measnent process begins by sampling
and hence it should also be taken into account wieantifying measurement

uncertainty.

2.5.6.5 Analysis of Variance (ANOVA) by Ramsey

The classical statistic method ANOVA (analysis afiance) can be used to disaggregate the
sampling uncertainty, analytical uncertainty andoajemical variability. The ANOVA,
approach also known as the Empirical approach @@ntfying uncertainty is based on the
broad class that is top down approach (EURACHEMRBWAB/CITAC/ Nordtest, 2006).
Unlike Pierre Gy's Sampling theory, one does novehao identify various sources of

uncertainty individually. The uncertainty sourcee &lassed into two broad classes, those
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associated with random components, and those assdavith the systematic component of
uncertainty. These are further subdivided dependmgvhether they arise from sampling or

analysis process.

For one to be able to estimate uncertainty, thdyah&as to estimate the sizes of errors
(random and systematic) caused by sampling angsiedirst. Random errors are expressed
as the precision of the method using the standewiationin units of concentration, or as

precision relative to the mean value as a perceng®5 % confidence. Systematic error is
expressed as the bias of the method and is thereliife between the mean of a number of
measurements by a method and the certified Valotined from certified reference material.

The bias is expressed in the units of concentrat@nagain relative to the mean as a

percentage.

Sources of uncertainty

There are four main sources of uncertainty. Thesecgs are summarised in Table 2.7.

Table 2.7 Uncertainty contributions in the empiricd approach EURACHEM/

EUROLAB/ CITAC/ Nordtest, 2006
Process | Random (Precision) Systematic (Bias)

Analytical variability (combined | Analytical bias(combined effect of
Analysis | contribution of random effect) | bias sources)

Sampling variability (dominated
by heterogeneity and operator | Sampling bias (combined effect of
Sampling| variations) selection bias, operator bias etc.)

Statistical models for estimating uncertainty

In order to design experimental methods to estimateertainty using this approach, a
statistical model describing the relationship bewéhe measured and true values of analyte
concentration is required. If the sources of \ama are independent, the measurement

variances’measis given by:

% This value is used since the true concentratiemisiown.
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2 — A2 2
O'measurement — o-sampling + aanalytical 2.24

Where cszsamp”ng is the between-sample variance on one target (lardae to analyte

heterogeneity) andszanamicans the between-analysis variance on one sample.
If statistical estimates of variancé)(are used to approximate these parameters, we get

2 — 2 2
Smeasurement = Ssampling + Sanalytical 2.25

The standard uncertainty)(can be estimated usiBgeasurement Which is therefore given by

— 2 2
Smeasurement = Jssampling + sanalytical 2.26

Estimating uncertainty

According to Ramsey (1998), there are four methibds can be used to estimate uncertainty.
These vary in terms of the number of samflarsl the number of protocols. These are:

(a) Using single sampler and single protocol;

(b) Using single sampler and multiple protocols;

(c) Using multiple samplers and single protocol an

(d) Using multiple samplers and multiple protocols.

These can be summarised in Tablel®&®w: In this document focus will be given to first
method.

Method 1: Single sampler and single protocols

The basis of the method is that the sampling pi@cignd analytical precision can be
estimated by taking duplicate samples for some @t of the sample increments. The
duplicate samples are not taken at exactly the galawe, but separated by a distance that

reflects the separation that might have occurrea bhgtally independent interpretation of the

* Sampler is the sampling personnel ,that is, agpecsnducting the sampling
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sampling protocol. Duplicate chemical analysestlae® made on these duplicate samples as in

Figure 2-13.
Table 2.8: Four empirical methods for estimating cmbined uncertainty (Ramsey, 1998
Method | Method Description | Samplers| Protocols | Component estimated
number (persons)
I:)samp Bsamp F)anal Banaly
1 Duplicates Single Single Yes No Yes No
2 Protocols Single Multiple | Between protocolses | No
3 CTS Multiple | Single Between samplers Yes Ye
4 SP1 Multiple | Multiple | Between protoco | Yes | Yes
-between samplers

Four methods for estimating uncertainty in measergm (Rna= precision of analytical method s8p= bias of
sampling method, CTS = Collaborative Trial in Saimgl and SPT = Sampling Proficiency Test).

SITE

Sample 1

10% of targets in

survey n>8

whole

Betweer-target

Sample 2

Between-sample variance

Sampling precision

Analysis 1

Analysis 2

Analysis 1

Analysis 2

-Between-analysis

variance

Analytical precision

Figure 2-13: Balanced design
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Calculating uncertainty and its components

Analysis of variance ANOVA is used to estimate wwmpling and analytical precision.
Analysis of variance (ANOVA) is a statistical teatume for testing differences among group
means. The purpose of analysis of variance modeD¥N is to identify the sources of

variation and construct the proper tests to comgfem. Estimation of the uncertainty derived
from the systematic components of both sampling andlysis process, analytical and

sampling bias are done separately.

Classical ANOVA method is sensitive to outlierstire data set (Back, 2001) hence Robust
ANOVA method is used to calculate uncertainty fremmdom component. Robust ANOVA
allows the separation of sampling and analyticalaveees from the total variance. It is not
affected by outlier values which makes it proviédiable results as compared to classical

ANOVA method(EURACHEM/ EUROLAB/CITAC/ Nordtest, 2006).

Robust ANOVA is implemented using ROBOCOOP4.EXEgpam which is a compiled
FORTRAN program. ANOVA is not only restricted taghprogram, there are other statistical

packages that are available

Output
The output from the ROBOCOOP.EXE4 program for ANOW@nsists of three components

of variability for robust analysis of variance. Thst 5 lines of results are for classic ANOVA
and the last five are for robust ANOVA as shownTable 2.9. From the table showing the
output, it can be seen that 4 parameters have tmenlated for robust ANOVA. These are

mean, standard deviation, percent variance, ando$sguares.
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Table 2.9: Output of ROBCOOP4.EXE program Ramsey, 1998

CLASSICAL ANOVA RESULTS

Mean = 317.79999
Standard Deviation (Total) = 240.19238

Between-target Sampling Analysis
Sums of Squares 173 8031.9 370075.5 6473.0
Standard Deviation 197.5 135.4 18.0
Percentage Variance 67.6 831 0.6

ROBUST ANOVA RESULTS:
Mean = 297.30884
Standard Deviation (Total) = 218.48763

Between-target Sampling Analysis Measurement

Standard Deviation 179.674 123.814 11.144 124.314
Percentage Variance 67.626 32.114 0.260 32.373
Relative Uncertainty - 83.290 7.497 83.626

(% at 95% confidence)

The robust ANOVA results are used for the calcalatof uncertainty. Classical ANOVA

results are available for comparison purposes.

Interpretation of the results

* The mean value is the mean of the input data irs&inee units as input data.

« The sigma value represents estimates of standavdhtide for three sources of

variance.

* The percent variance expresses each of the thresneas as a percentage of the total

variance.

The sampling standard deviatioging=123.8 and analysis standard deviatigfgis=11.14

The combined uncertainty is a function of two independent variances and lwamxpressed

as:

— 2 2 —
Umeasurement = \/Ssampling + Sanalytical =124.3

Note: the results inside the output of ROBOCOOPava are not linked to any calculations

Its expanded uncertainty is:
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U=uxk 2.27

Where k is the coverage factor and the value i§ WiBich gives a 95% confidence interval for

the uncertainty.

“The calculated value of the uncertainty appliesnteasurements made on single samples
taken in the survey. If a number samples are takamy individual location within the site, the
uncertainty on the average for that location is Wadéue given by calculating the relative
uncertainty divided byn. This is equal to the standard error on the mesne (sin)”,
Equation 2.5 (Ramsey, 1998, pp 101).

Estimation of sampling and analytical systematic eor (bias)

» Estimation of analytical bias can be done througingirepeated measurements of the
certified reference material (CRM). If the systeimatror found using this procedure is
insignificant, the uncertainty associated with thgstematic error is simply the
combination of the standard uncertainty on the CRilie with the standard deviation
associated with the systematic error.

» Estimation of sampling systematic error (sampbras):

(i) Can be done using sampling proficiency tese phocedure enables laboratories
to monitor their measurement capability both by panson to peer laboratories,
and over time within their own laboratory; and

(i) Can be done by collecting paired samples farious targets. After chemical
analysis of the two samples, the difference betwaeeair of results is an estimate
of the bias for that target. Repeating the procediar many distinct targets

improves the precision of the estimate.

There are no hard and fast rules concerning howiteeestimates can be incorporated into the
uncertainty measurements. The estimate for biadeaxpressed as standard uncertainty and

then incorporated into the measurement uncertainty.
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Limitations of the technique can be summarised aflows:

* The method only estimates the uncertainty resuftioigg random components and does
not include those resulting from systematic errors.

» If fewer duplication samples are used there willdrge uncertainties on the estimates
of variances.

* If large quantities of dataset are involved thecpss may be tedious and time
consuming.

* The method’s approach to sampling bias excludes intxoduced by the sampling
equipment and bias inherent in the sample accortingierre Gy’s sampling theory

(Back, 2001).

2.6 SUMMARY

Reporting uncertainty of a measurement result pies/ithe means for assessing the reliability
of a measurement result. Measurement uncertaieycgbes a range in which the true value
of the measurand is expected to lie. As results1fsampling and analysis play an important
role in decision making, it is crucial that uncarta in sampling and analyses be evaluated and
be part of result reporting. Unreliable resultsdle poor decisions. Every procedure

undertaken from sampling, sample collection anggration, analysis and the interpretation of

the results should be recognized as potential sswtuncertainty.

As indicated above, three methods of quantifyingasaeement uncertainty were reviewed in
detail. Although the methods vary, one assumptiomrmoon to all the models is that,

measurement uncertainty can be defined statistiealll expressions are derived for estimating
and combining uncertainties from the various uraety components. The commonly used

parameter is the standard deviation which defimmes Values spread.

Both Particulate Sampling Theory and EURACHEM methare based on the bottom up
approach in which one has to identify uncertainbyrses, quantify them individually and

combine them using some statistical model to obfagnoverall uncertainty. This concept is

62



contrary to ANOVA model as suggested by Ramsey&1L89which the overall uncertainty is

determined without necessarily identifying the undual uncertainty components.

The method proposed by EURACHEM provides easy tibovio steps for quantifying
uncertainty but unlike the Particulate Sampling diyewhich is comprehensive, the method
emphasizes the effect of analyses. As seen abbeegdochemical measurement process is
multi-tier process including sampling, sample prapan and analyses. These factors should

be considered as potential uncertainty sources.

ANOVA on the other hand places more emphasis orutfeertainty components associated
with random error and does not give a clear expianan how uncertainty associated with
systematic error is determined. Due to this laclclafity regarding quantification of effects
associated with systematic error, it is mostly liikihat systematic effects are neglected hence
an underestimate uncertainty value is providedaddition, the fact that samples have to be
accompanied by duplicates make the method expensiuamplement especially taking into

account that most project normally conducted withited financial resource.

The Particulate Sampling Theory as well as ANOVAs hzeen applied in the field of
environmental geochemistry, for example in estingticoncentration of Cadmium and
Phosphorous in topsoil (EURACHEM/EUROLAB/CITAC/Naedt Guide, 2006 pp.34-83).
One disadvantage associated with ANOVA is thatoaltfn the model is simple to use, it
requires independent estimates of uncertainty ioriion from sampling and analysis bias.
Some components of the Particulate Sampling Thisorgxample estimates of the four factors

within Gy’s constant C may be difficult to deterraiwith any degree of certainty.

From the reviewed methods it can be seen that tivae a definite need for a more user
friendly method which can be applied in geochemstatiies as stated in the objectives of this
study. A new methodology for quantifying uncertgiim geochemical sampling and analyses
was developed and it can be summarised as follows:

» Defining the purpose of the investigation;
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» Defining of the sampling target;

» Specification of the measurand;

» Description of the sampling and analysis protocol;

» ldentification of the source of uncertainty;

« Quantification the sources of uncertainty;

» Calculating the combined implications of the unaiatly components; and

» Calculating the expanded uncertainty

This new method akin to the previously discussedhots is based on the application of
statistics in quantifying uncertainty in geocherhisampling and analysis. The method uses
basic statistics parameters that are easy to uaderslt is based on simple and straight
forward steps that can be easily followed. Whemamex sampling or analysing procedure has
been used, the method is easily altered to suitélee at hand. The method is further discussed

in Chapter 3.
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CHAPTER 3: METHODOLOGY

3.1 DETERMINATION OF SAMPLE SIZE

Sample determination is one of the most crucigdsste the geochemical investigation process.
Studies of geological materials have revealed\thegbility exists in terms of mineralization,
chemical composition and alteration. Under suchditams, it is essential that an adequate

sample size that represents the population oribvess drawn from be collected.

This section provides a detailed discussion of $ansize determination using statistical
analysis approach. In order to successfully detgnoiptimum sample size needed to satisfy
the objectives of a study, several factors nedaetoonsidered. These include: the purpose of
the investigation, type of the material, cost ofmpéing, variability of the material and
available site information. In addition to theses dhe required level of acceptable error,
confidence interval and standard deviation. Thes#ofs and their effects are explored in

detail in the following sections.

3.1.1 OVERVIEW OF THE STATISTICAL METHOD

Having a population with a meap™and a standard deviatiow.”, if a sample size n with the

values (X, Xz,...Xn) is drawn from this population, the sample me&hi$ given by :

n
i=1Xi

n

2.2

=|
I

Wherex (sample mean) is assumed to present the bestdstofi, and therefor@ = .
The difference betweep andx is estimation error (d). With given confidence devthe

sample mean estimate and estimation error are dfgorted as follows:
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o

The estimation errgid) equals:

o
d= Ty X— 3.1
/2 \/H

Ta represents the function of T distribution, whichanly related to sample numbers and

confidence levels (Table 3.1).

Table 3.1: T values for different sample numbers ash confidence levels

Sample Confidence levels

numbers 80% 90% 95% 99%

5 1.53:¢ 2.13: 2.77¢ 4.60¢
1C 1.38: 1.83: 2.26: 3.25(
25 1.318 1.711 2.064 2.797
30 1.311 1.699 2.045 2.756
40 1.303 1.684 2.021 2.704
60 1.296 1.671 2.00 2.660
120 1.289 1.658 1.980 2.617
>12( 1.28: 1.64¢ 1.9¢ 2.57¢

Based on the Central Limit Theorem, as long asstémaple numbers are reasonably large
(usually greater than 30), the sample mean willl tenbe normally distributed. Therefore, the

estimation error (d) can be expressed as follows:

g
d=Zy,p X— 3.2
/2 \/ﬁ

Where

Zy2 represents the function of normal distribution ethrelated to confidence levels, Table
3.2.

Table 3.2: Z values for different confidence levels

Confidence levels

75%

85%

95%

99%

Z values

1.1¢

1.4«

1.9¢

2.51
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From the Equation 3.2, it can be seen that forrgisenfidence level, the estimation error is
dictated by the standard deviation of the popufatod the sample numbers. On the other
hand, the wider the population spreads, the lafgeestimation error is. The bigger the sample
size, the smaller the estimation error is. For\emgiconfidence level, the estimation error is
determined by the sample size. If one wants to aedine error, sample size should be
increased. However, increasing sample numbers m&aersding more money. So a balance

among competing factors has to be sought.

Rearrange the Equation (3.2), we get following foliam

2

Za/z X o
= (=L 3.3
n ( d )

Where
n= sample size, & is the is known as the critical value the posit&ealue that is at the
vertical boundary for the ared2 of in the right tail of the standard normal disttion, ¢ is

the population standard deviation, d= the desiegdllof precision.

This is the basic model for determination of sangi#e. The formula may be used when the
population standard deviati@nis known but most often this value is unknownomiation
abouto can be obtained from past experience with the samsenilar problem, or can be
obtained from pilot study. As a general rule ofrtty if the sample size is greater than 30g
is replaced by the sample standard deviatiand Equation 3.3 becomd®dlytblat, 2000-
2010):

Za/z XS z
= (— 3.4
n ( d )

The formula is more convenient way for estimatimg sample size for continuous data.

3.1.2 PARAMETERS ON WHICH SAMPLE SIZE DEPEND

In order to illustrate the factors that influen@mple size determination, pH results for West
Wits tailings dams based on study conducted byeBuk.al (2003), picked at random were
used as shown in Table 3.3.
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Table 3.3: pH data Pulleset. al.,2002

pH pH pH pH pH

9.00 8.80 8.10 7.60 8.20
9.00 8.30 8.40 8.10 8.10
8.10 8.40 8.70 8.50 8.20
8.30 8.30 8.60 8.20 8.30
8.20 8.30 8.50 8.20 8.10
8.30 7.90 7.60 8.40 8.50
8.30 8.40 7.50 8.00 8.40
8.30 8.40 8.40 8.50 8.60
7.80 8.30 8.20 7.70 8.90
8.20 8.30 8.10 8.50 8.70
8.20 8.20 8.60 8.80 8.40
8.20 8.40 8.50 8.00 8.50
8.10 8.30 8.50 8.60 8.70
8.00 8.30 8.40 8.70 8.60
8.20 8.30 8.40 8.60 9.00
8.30 8.20 8.20 8.70 8.60
7.50 8.50 7.80 8.40 8.80
7.70 8.50 8.20 8.20 8.60
8.20 8.40 8.30 8.30 8.60
8.40 8.40 7.50 8.40 8.60
8.20 8.30 7.90 8.50 8.10
8.00 8.50 7.90 8.30 9.10
7.60 8.70 8.20 8.50 8.50
8.10 8.50 8.10 8.50 8.50
8.60 8.50 8.30 8.60 8.40
8.70 8.60 8.30 8.50 8.70
8.40 8.40 8.30 8.20 8.80
8.20 8.50 8.30 8.10 8.40
8.50 8.50 8.40 8.20 8.40
8.60 8.60 8.40 8.20 8.70
8.30 8.40 8.40 8.30 8.50
8.20 8.50 8.20 8.00 8.40
8.90 8.50 8.10 8.30 8.30
8.70 8.40 8.30 8.60 8.10
8.50 8.10 8.70 8.60 8.80
8.80 8.40 8.90 8.30 8.50
8.30 8.50 7.20 7.80 8.70
8.50 8.60 8.60 7.70 8.50
8.00 8.00 7.90 8.20 8.20
8.60 8.30 8.20 8.60 8.40
Parameter | Sample Sizg Mean Variance itand?rd
eviation

Value 200 8.35 0.09 0.30

3.1.2.1 Confidence level
Confidence level as discussed in Chapter 2 is tmdidence percentage that specifies how

confident one is, that the parameter (mean) lieghénspecified interval or range. Based on
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Equation 3.4, an increase in confidence level meanse samples will be required. This

relationship can be illustrated using the datasenfTable 3.3.

The meanX) of the data set is 8.35. This is the estimatpapfulation mean (true mean). If we
want to know with 75% confidence level and standardr of 0.02 that 75 out of 100 samples

are within the true population mean of 8.35 + 0g#inple size (n) required is:

(1.152><0.30
n=|————

2
~ 299
0.02 )

Therefore the required sample size is 298.
BUT

If the Cl is increased to 95%, the required samates

(1.962 x 0.30
n=|— -——

2
0.02 ) ~ 866

The calculated results show that if we want to ease the confidence level, we have to
increase the sample numbers, but the relationshit linear, doubling the sample size does
not halve the confidence interval (Israel, 1992).

Table 3.4 can illustrate the relationship.

Table 3.4: Sample numbers for different confidencéevels

Confidence level| 75% | 80% | 85% | 90% | 95% | 99%

Sample Size 299 | 369| 467 613 866 1486

3.1.2.2 Standard deviation or population spread
Standard deviation defines how the population reap. This parameter, like standard error

and confidence level also affects sample size.dafigithe wider the population spreads; the
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larger sample numbers needed. The relationshippeatemonstrated by the example below:

The sample standard deviation of the dataset iteTZB:
s =0.30

Given a 95% confidence and the standard error@#,@he sample size for dataset (Table 3.3)

can be calculated as follows:

(1.962 x 0.30
n=|— -——

2
0.02 ) ~ 866

If the standard deviation is increased to 0.40 WHBPo confidence level and standard error of

0.02, the required sample size is:

(1.962 x 0.40
n=|— -———

2
0.02 ) ~ 1540

From the results the spread of the population affaenple size. As the spread increases

(standard deviation) more and more samples areresju

3.1.2.3 Standard Error
Equation 4.4hows that a relationship exists between sampéeasiz the standard error. This
relationship is exponential; an increase in sanspde is followed by a decrease in standard

error. Table 3.5 can illustrate this relationship.

Using the data values in Table 4.3, s = 0.30, @5% and standard error

a) =0.02
b) =0.04
The required sample size n is:
@) n= (1.962 X 0.30)2 . 866
0.02

1.962 x 0.30

2
0.040 >z217

b)nz(
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Table 3.5: Sample numbers for different estimatiorerror (d)

Estimation error | 0.01 | 0.02/ 0.03| 0.04| 0.05

Sample numbers| 3 465 866 | 385| 217 14Q

The results above indicate that a small standamt galue is associated with a large sample
size. In addition to halve the error, as indicabgdthe formula, the sample size has to be

quadrupled.

3.1.2.4 Cost of taking the samples

Cost helps in determining how precise the estimatesild be. If the decision to be made,
based on the outcome of sampling activity is vakiaihen more samples should be collected;
But a large sample size means a higher budgetatysncrease in the number of samples is
followed by an increase in the total expenditureerEfore a compromise between competing
factors must be reached and one must work outelgeed of inaccuracy that they are willing

to accept.

3.1.3 PROCEDURE FOR DETERMINING SAMPLE SIZE

3.1.3.1 Specify the purpose

In order to correctly determine sample size, iessential to clarify the objectives of the
investigation. One should ask the question “what d@nt to know?” and “what information
do | expect to gain?” Only when these questionsaddressed can one decide on the number

of samples to collect. Study objectives vary anackesample sizes vary as well.

3.1.3.2 Investigate the parameters
Determination of the population parameters is tleatrstep after definition of the study
objectives. In this process, the following questighould be investigated:
» |s the population homogeneous?
* What is its statistical property, mean, standardad®n, median, etc?
e How is its spatial distribution?
The critical parameters such as mean, standardtitavi acceptable error can be acquired

from various sources of information such as:
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» Previous publications and documents;
* From similar previous studies; and

« Pilot study.

3.1.3.3 Choosing the sampling strategy

Once information has been gathered, the next stép select a sampling strategy. Care must
be taken when choosing the sampling strategy. Ttadyst should take into account such
aspects as spatial continuity, correlation of thelggical properties, cost and variability. If the
sample material is homogeneous, random sampliategly may be adopted. If the sample area
is heterogeneous, stratified or systematic samptimgtegy are preferable. With stratified
sampling strategy, the area is divided into seveudipopulations and random samples are
collected from each stratum and the sample sizaol subpopulation is calculated separately.
In addition stratified design is more economichattthe number of samples is reduced since
the target area is divided into different stratumthweach stratum having similar properties.
The advantage of systematic grids method ovemommierpart is that it takes spatial continuity

into account (US EPA, 1999).

3.1.3.4 Determination of the acceptable error
In order to calculate the sample size, we must tiheevalue of the estimation error. The
acceptable error is the risk that the analyst seaecher is willing to accept.
The four guidelines can be used to decide the Bp&ailue of the error: (Yang, 2006)
» The value should be greater than analysis error;
* The value can be calculated as 5% of the sample;raed
* The value can be taken as the maximum allowablgevar the ERA purpose.
This value can be obtained by referring to previdas or consulting secondary sources of
information such as journals. As stated in previgerstions, the use of previous data should
be done with caution. Only when it can be proveat the project from which previous
data is derived was successful can one confideisitythe data. It should also be borne in
mind that geological situations vary so do geolabimaterials. It is safer to conduct a

small prior study and use the obtained estimatedketermine acceptable error than to use

72



data from previous studies.
All in all the key point is that the value of thetienation error should be acceptable or

allowable for the ERA purpose.

3.1.3.5 Determine standard deviation

Standard deviation is a critical component of thegle size formula. Although the analyst has
less control over variance, it must be incorporatéad the design. Methods that can be used to
estimate the standard deviation value for samme dietermination include use of a pilot

study, use of data from previous studies of simpapulation, estimate assisted by some
logical mathematical results (Bartlett, Kotrlik, carHaggins, 2001). Detailed discussion of

some of these methods is provided under sectian 5.6

3.1.3.6 Specify confidence level

Confidence interval provides a range of values et a specified probability of containing
the parameter being estimated. The frequently asddecommended confidence level is 95%
and its alpha value is 0.01 (Yang and Zhao, 20D%. z value associated this confidence level
is 1.96. This value can be obtained from standaodmal distribution tables. If a 95%
confidence level has been chosen it simply meaatsthiat 95% of the time, it is believed that

the population means lies within this range.

One major factor, affecting the choice of confiderevel, is the purpose of the study or
investigation. Higher confidence levels for exam@8%6 confidence level are often employed
in cases where decisions based on research doalcaibhd errors may cause substantial harm
(Bartlett, Kotrlik, and Haggins, 2001). Lower caiegnce levels for example 75% may be used
for instance when identifying trivial differencesather statistical phenomena as an antecedent

to further studies.
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3.1.3.7 Determine the sample size
When the various parameters necessary to detersasimple size have been estimated, the

parameters are combined using Equation 3.4.

Za/zxs 2
= [—— 3.4
n ( d )

There are two types of sample sizes to be decidg¥ang, 2006):

(1) Minimum sample size: When we use the formulaatztulate the sample size we assume
that the samples are normally distributed, but thage the Central Limit Theorem the
assumption is correct only when the sample numaerseasonably large. In statistics, 30-50
samples can be taken as reasonably large. Comglddre costs of the sampling; 30 is

considered as a reasonable minimum sample size.

(2) Maximum sample size: The sample size calcujdtaded on the formula can be taken as
the maximum sample size because it takes all sangderandom and independent and give

each sample an equal weight.

3.1.3.8 Limitations of the method can be summarsl as follows:
« One disadvantage associated with the method is ahdgood" estimate of the
population standard deviation is necessary. Oftenvalue is unknown.
» The approach is based on the assumption thatslataiinally distributed.
* The method assumes that a simple random samplmgree is the method of choice

and does not apply when other sampling schemechssrges of choice.
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Specify of the study purpose

A 4

Investigate parameters

A 4

Choose sampling strategy

A 4

Determine acceptable sampling
error

A 4

Determine the standard deviation

A 4

Specify the confidence level

A 4

Determine sample size

Figure 3-1: Procedure for determining sample size

3.1.4 SPREAD SHEET FORMAT FOR SAMPLE SIZE DETERMINA TION
This section outlines the spreadsheet method otilzding sample size based on the statistical
analysis approach. Table 3.6 illustrates the sgiezet method of sample size. The values and

the calculations within the table serve to illusgranly.
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Table 3.6: Worksheet for sample size determination

Worksheet for Sample Size Determination

A B C D E F G H

3 Conf. Fun. (Za/2)

4 Data Source Samp.Nean (m) Samp. STDEV (S) 254 953, 99
5 Data A 4755 26. 37 1.44 1. 96 2,57
6 Data B 19.10 9. 86 1.44 1. 96 2,57
ki

3 Acceptable Estimate Error () Sample Size Determination
9 5% of mean 2* (5/.730) Fesulation Acoepted a0% A% A%
10 4, 88 9. 63 4. 88 61 112 193
11 0.96 3.60 0.96 221 410 704

The procedure for determining sample size in spaakt format is based on the following
steps:
Step 1: Calculate the sample mean (m) and the sanepstandard deviation.

For the sample mean (m), the formula is:

“= AVERAGE (Xij: Ynm)”

Where Xij represents the beginning cell of the datdrix and Ynm the ending cell of the data

matrix.

For the sample standard deviation (S), the forrala

“= STDEV (Xij: Ynm)”,

Where Xij represents the beginning cell of the dagdrix and Ynm the ending cell of the data

matrix.

Step 2: Determine the acceptable estimation error

If the related regulation or protocol presents g¢fuedeline for the error, use the guideline;
otherwise, choose the lesser between “5% of meath™2xSAN30”. The formula is:

“=|F (D10=0, MIN (B10, C10), D10)” (for Date A) or

“=|F (D11=0, MIN (B11, C11), D11)" (for Data B)
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Step 3: Calculate the required sample number

For the confidence level of 85%, the formula is:

“=IF [(D5"2*F5"2/E10"2)>30, D5"2*F5"2/E10"2, 30]tdr Date A) or

“=IF [(D6"2*F6"2/E11"2)>30, D6"2*F6"2/E11"2, 30){for Data B)

For the confidence level of 95%, the formula is:

“=IF [(D5"2*G5"2/E10"2)>30, D5"2*G5"2/E10"2, 30]tqr Date A) or

“=|F [(D6"2*G6"2/E11/2)>30, D6"2*G6°2/E11°20B (for Data B)

For the confidence level of 95%, the formula is:

“=|F [(D5"2*H5"2/E10"2)>30,D5"2*H52/E10"2,30]"(foDate A) or

“=|F [(D6"2*H6"2/E1172)>30,D6"2*H62/E1172,30(for Data B)

3.2 METHODOLOGY FOR QUANTIFYING UNCERTAINTY IN GEOCHEMICAL
SAMPLING AND ANALYSES AS A FUNCTION OF SAMPLE SIZE AND
ANALYSIS

The results of a measurement are incomplete withaoutaccompanying statement of
uncertainty. Measurement uncertainty is one ofrttaén factors that fundamentally impacts
data quality and therefore decision-making. Indase of geochemical investigations for ERA
decision-making under uncertainty may lead to sericonsequences which may result in the

loss of public trust and confidence and heavy fimarosses.
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This section presents a methodology for quantifyingertainties in geochemical sampling and
analysis as a function of sample size and analy#sle many existing methods for estimating

uncertainty focus on analysis as the main coningutactor to uncertainty, the method also
recognizes the effect and contributions from samgpland sample preparation towards
measurement uncertainty. This stems from the fzait the measurement process is a multi-
faceted process comprising of sampling, sample goatjpn, and analysis; hence the
importance of considering the uncertainty contidmg from all procedures involved. The

resulting value will be a more realistic estimatauncertainty, than considering the influence

and effect of a single factor.

The methodology for quantifying uncertainty is lhe@ nine steps which are:
» Definition the purpose of the investigation;
» Definition of the sampling target;
» Specification of the measurand,;
» Description the sampling and analysis protocol;
» ldentification of the source of uncertainty;
» Quantification the sources of uncertainty;
» Calculating the combined implications of the unaity components;
» Calculating the expanded uncertainty; and

* Reporting the result.

Various uncertainty components are grouped intodategories, Category A and Category B-
based on the method used to evaluate them. Catégemgompasses all sources of uncertainty
that can be evaluated using statistical methoddew@iategory B evaluates uncertainty

components that cannot be evaluated using stafistiethods.

The standard uncertainties are combined to reaotakbor overall uncertainty using the laws
of error propagation. An expanded uncertainty Isudated to define an interval about the
result of a measurement that is expected to encesrgapecified fraction of the possible

values for the measurand.
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3.2.1 THE IMPORTANCE OF QUANTIFYING AND REPORTING UNCERTAINTY
The following points summarise the importance adleating and reporting the measurement
uncertainty:
* A statement of the uncertainty associated with sulteconveys to the customer the
‘quality’ of the result (CITAC/EURACHEM, 2002);
* Providing the value of uncertainty instills confiee in the result of a measurement
and shows the data users that the result canibd o,
» It leads to better-informed decision-making;
« It allows for the comparison of two measurementitesand

* Information is obtained for improving the method.

3.2.2 PROCEDURES FOR QUANTIFYING UNCERTAINTY

The results of geochemical investigation dependtlom collection of good quality and
representative samples. However, no matter howfudao@e is in selecting, preparing and
analyzing the sample, the results are always umcertin other words, measurement
uncertainty is unavoidable. This section provideetailed discussion of the steps that may be
adopted when quantifying uncertainties in geochahsampling and analyses process. The

steps are summarised in Figure 3-2 below.

3.2.2.1 Step 1: Define the objectives of the std

Definition of the study objectives or purpose i tmost important and critical step in
quantifying uncertainty. It is difficult to arrivat a meaningful estimate of uncertainty without
clearly understanding what the objectives of thesneements are. A clear description of the
purpose of the investigation provides backgrountheractual issues addressed by the study.
It is therefore crucial that the objectives of theasurement are clearly understood prior to
undertaking geochemical measurements for ERA.

An example of sampling objective would be to estamnihe mean concentration levels of the

element lead elements in water and detecting saitury contamination.
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3.2.2.2 Step 2: Definition of the sampling target

A sampling target is an area or a portion of makeéhat the sample represents at a particular
time. The target may be defined in terms of spae®draphic boundaries) or time- that is:
when, where and which portion of whole is to be gleal? Thus from a 10 ha of waste dump,

one may decide to sample only 3 ha. The 3 ha woellthe sampling target.

Questions that should be addressed by the targsitibe include:

* What type of material is present in the target area

» |s the material heterogeneous or homogeneous?

* What are its variables? (mean, standard deviation)
Information relating to the sampling target candidained from geological reports, historic
information and conducting a preliminary study. \BHg@ver method is adopted, the definition

should reflect the purpose of study.

3.2.2.3 Step 3: Definition of the measurand

This step requires the analyst to give a clear detdiled statement of the quantity being
measured. This quantity may be a directly measuagidble (value), or indirectly determined
relying on input of other variables to determine theasurand in question. The latter is often

associated with a mathematical model which reldtesnput variables (XX

Xn) to the
measurand (output), Y (EAL Task Force, 1999). Maséasurements specifically in
geochemistry are often associated with the lattevhich measurand is determined through the
measurement of other variables thus the relatipnstan be generalized as Y= (X
,,,,,,,,,,,, Xn). Such measurements are referred to as multieantasurements and they call

for the development of a mathematical expressioichvinelates the measurand Y to the

variables X, Xo on which it depends. The value of developing smelthematical models

lies in their ability to precisely describe how tha&ue of the output quantity depends on the

values of the input quantities.
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Definition of the objectives

of the investigation AMD assessment Closure application Define impact of
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Defining the sampling target

Waste dump Tailings Underground mine

A 4

Description of the sampling

and analytical protocol Sampling protocol Analytical protocol
A 4

Identifying possible

uncertainty sources Sampling Sample Analysis
A 4

Quantifying the uncertainty

components Category A Category B

Probability distributions
Calculate

A
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A 4

Calculating the combined Addition/subtraction rule

uncertainty

Law of error

propagation

Multiplication/division

Reporting result

Calculate Expanded X * (uncertainty)

A 4

Uncertainty

Figure 3-2: Steps in quantifying uncertainty
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The step can be summarized as:
» Determine what variables need to be measureditoastthe measurand Y that is the
input quantities if the measurand cannot be detexchdirectly.
» Transcribe the actual relationship between the aoraasd and the input or develop the
mathematical model outlining the how the measuMmnelate to the input parameters
_____________ Xnon which it depends on.
Example 1-measuring rock Acid Potential (AP) of gal waste dump material
The measurand can be defined as assessment of Pdtehtial (AP) of gold mine waste
material which depends on the input variables:|tstdfur content, molecular weight of

Calcium Carbonate (CaGpand atomic weight of sulfur.

This relationship between the measurand and thé pgrameters on which it depends can be

expressed as:

AP = Total Sulphur (%) x 31.25kg CaCO;3 3.5

3.2.2.4 Step 4: Description of the sampling and ahyis protocols followed

This step requires the user to give a detailedrmuthf the sampling and analytical protocols
adopted during the investigation. Sampling anddital protocols provide details of all the
measurement processes that were carried out im tradtain the measurand. The importance
of this step is that the protocol followed would beed as reference especially when

determining the source of uncertainty

Sampling protocol
Under sampling protocol, the following aspects $tidne highlighted:
* The sampling method used and whether it was aifidator random method of
sampling. Any modifications or changes made tadeanique should be included.
* The number of samples collected.

* The sampling tool used and spacing or interval.
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» Sample labeling and preservation.
* QA/QC used in order to ensure quality.
Many samples get contaminated during this stageehtfie manner in which the samples were

held should be highlighted.

Analyses protocols
This step encompasses all steps carried out frempapation of the test portion to the analysis
itself. These procedures should be stated in datdllthe list should include:

* Instrument(s) used;

» Specifications of the analysis methodology;

» Specifications of reagents used;

* How sample(s) were handled;

* Any calculations that were done prior to analyars]

*  QA/QC program adopted to ensure quality.

A write up of the sample preparation procedure khba included in this step.

3.2.2.5 Step 5: Identifying sources of uncertaipt

Following the specification of the procedure usids necessary to compile a list of the
possible sources of uncertainty in the measurerpetess. Since some sources contribute
more to uncertainty than others, it is importanstart with major sources, the quantities that

have the largest influence on the measurement.

As stated at the beginning of this chapter, moghous of quantifying uncertainty emphasise
the contribution of laboratory analysis towards swament uncertainty but studies by
Ramsey (1998) revealed that of all primary proceduundertaken during geochemical
investigations, primary sampling contributes mararteasurement uncertainty than analysis,
Figure 3-3 ( Schwedt, 1997). As such, it is crutalt all processes involved in the multi tiered

measurement process be considered as potentiaesanfruncertainty.
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Sampling Aﬁ/ /

Sample
Preparation
Concentration, Separation,
Isolation, etc. Steps
\ \7L Measurement
-

(After Scwedt, 1997)

-

Figure 3-3: Degree of error in laboratory sample peparation relative to other activities

WS EPAet.al 2004)

Common sources of uncertainty in geochemical invagations

The following sections discuss common sources akrtainty in geochemical sampling for

ERA. It is crucial to begin with the input quardsi used in determining the measurand in
drawing up the list of the sources of uncertaint\sSEPA et.al 2004). Secondary sources of

information such as journals, manufacturer's speatiibns, manuals, and books may be

consulted for additional information regarding puial uncertainty sources.

1. Sampling
As stated in the previous section, the samplingcgse like all processes involved in

geochemical measurement contributes towards thertaiaty associated with the value of the

measurand. Under this several sources are condigeleding

(a) Heterogeneity (variability): It is one of the major sources of uncertainty in
geochemical sampling and analysis. For most gecdbgnaterials, for example waste rock
dumps, heterogeneity exists in terms of the part&gze distribution, mineralisation and
alteration and analyte concentrations. The effdcths source of uncertainty can be
displayed by variations in terms of the observabialyte concentration among samples
collected from different points of the samplinggeir (the random effect). Most scholars

including Pitard (1993) argue that heterogeneityams the largest uncertainty source
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contributing towards the overall uncertainty in geemical sampling and analyses
measurements. This uncertainty source can be nzadnby taking many increments or

reducing particle size of the sample material.

(b) Sampling design:Sampling design introduces uncertainty when a échihumber of
locations are sampled and the strategy fails taucaphe complete extent of the inherent

variability which exists within the target.

(c) Incorrect sampling Error is introduced when the size and geometrthefsampling
tool used violates the fundamental principle of ghng. According to the principle, a
selected sample is structurally accurate when tal tnits within the lot have equal

probability of being selected. Any deviation fronetprinciple would result in bias.

(d) Sample handling: The container or equipment used for holding the manduring
transport from the field to the laboratory may efféhe analyte recovery. Bias is
introduced when the walls of the container absbebanalyte of interest or contaminate the
sample (or allows the analyte to escape in the oas®elatile elements such as mercury
and arsenic.

(e) Limited sample massThe mass of the sample analysed may not be enouayttually

capture the actual conditions existing within thenpling target

2. Sample preparation
Sample preparation is another dominant source oéntminty in geochemical investigations.
Under this process uncertainty arises from:

. Sample homogenisation;

a
b. Incomplete extraction of the analyte from the sampl

o

Loss of analyte due to over drying of the sample;
d. Loss of volatiles due to excessive drying or craghand

e. Sample contamination.
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3. Environmental factors

Environmental factors such as vibrations, changelumidity, changes in temperature, and
electronic noise, or other effects may affect treasurement process thereby contributing to
uncertainty. The factors may affect the functiayaldf the instrument used to take the
measurements, introducing errors as a result. MpBis,and volume measurements are

examples of measurements that are highly influebgetitie environment.

4. Instrumental effects
The instrument used for analysis may present thekest link in the measurement process.
Under instrumental effects, uncertainty is introgidy:

» Poor detection capabilities of the analytical instument. The uncertainty associated
with the sensitivity of an analytical device comsisf a contribution from the standards
used for instrument calibration, a contributionnfraghe curve fitting process and a
contribution from the model used to describe thspoase. For example, XRFs
generally fail to detect minor elements with accyraCauses of such incapability are
linked to short counting time, high back grounceifeérence and long decay time. This
source of uncertainty can be minimized by usingersansitive techniques.

* Improper instrument calibration : The uncertainty component associated with the
calibration will include an uncertainty contributidrom the reference materials and an
uncertainty contribution from the calibration lifiging.

* Instrumental drift: Electronic instruments have readings that driferotime. This
source of uncertainty can be significant and shbeldonsidered.

* Manufacturer specifications: Most measurement instruments have an accompanying
statement of accuracy or tolerance level specibigdthe manufacturer. This value

should be incorporated in uncertainty measurements.

5. Analytical Error
For most methods of estimating uncertainty, theiragdion is that bias has been corrected and
it is negligible. However, even if the bias is zeiohas to be estimated and treated as an

uncertainty component. Method bias can be asseasddestimated through the inter-
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laboratory comparisons, certified reference mat€¢G&M), recovery test, and comparison to

results from reference metiod

Common sources of uncertainty in the laboratoryltegrom:

Incorrect identification of samples;

Mis- interpretation of the analytical method,;

Sample contamination;

Inaccuracy of sample weights, or volumes for exangpinstantly reading a meter or
scale consistently high or low;

Inappropriate sample dissolution/treatment;

Improper or inappropriate instrumentation /inacteiraeasurement; Calculation errors;

and Data mix up and incorrect reporting.

These sources are closed associated with human erro

Cause and effect diagrams (fish bone) may be usetbavenient and effective means for

analysing uncertainty sources. The diagram assisidentifying, exploring, and displaying

relevant uncertainty sources and highlights thdiece on the measurement result. The

procedures for constructing cause and effect diagi@an be summed as follows:

When the result is based on a mathematical equatias recommended to use the
parameters in the equation as the main brancheakdatiagram. If the parameters are
unknown, one would consider the main procedurethefmeasurement process (i.e.
sampling, sample preparation and analysis).

The next step is to consider additional factorg foam sub-branches for the main

effects (main branches).

When all the sources have been identified, it isessary to remove any duplication and

group causes that are related. Figure 3-4 illisdred cause and effect diagram for

uncertainty sources associated with sampling.

® Note that the list stated and the potential saiofaincertainty stated are not exhaustive. Othethaus for
estimating method bias exist.
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preparation g device handling

Figure 3-4: Cause and effect diagram for possibleosirces of uncertainties in sampling

process

Example Il

Common sources of uncertainty in ICP MS measuresriantude:

Incomplete dissolution of the analyte;

Spectral interferences including isobaric intenfiees molecular interferences and
doubly charged ion interference;

Space charge effects;

Trace elements such as Be, As and Hg have a hgjhidnization potential with the
result that low temperature plasma will give redusignal for these elements; and

The presence of salts such as NaCl leads to rechecesitivity.

Example 1l

Potential sources of uncertainty in X-Ray Fluoresee(XRF) analysis results include:

Calibration of the spectrometer: once a measurerdewice is selected it must be
calibrated. Failure to adjust the instrument to tegquired standard yields incorrect
results;

Sample in-homogeneity;

Sample preparation: The sample is liable to comation during homogenization,
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grinding, milling, and polishing. Two commonly usemblishing agents - Silicon
Carbide (SiC) and Aluminum Oxide (ADs) - contain elements that are often
determined silicon (Si) and aluminum (Al);
* Enhancement effect due to matrix effects;
» Counting errors; and
» Spectral overlaps.
In the case of trace element determination, themainty of the x-ray’s peak intensity is also

an important factor.

3.2.2.6 Step 6: Quantify the uncertainty compones’

Following the identification of uncertainty sourcesthe quantification of the uncertainty
sources. For this methodology each contributingram is broken down into its constituent
components and the size of uncertainty componetima&gd. Each of these separate
contributions to uncertainty is referred to as aoeutainty component (Ellison, Rosslein and
William, 2000). The uncertainty components are thexpressed as standard deviation.
Standard uncertainty denotedwggis term used when uncertainty component is expgesse

standard deviation.

One major setback presented by tying to identifsheancertainty component and quantifying
them is that some of the components are difficulgjgantify — for example the effect of the
sampling strategy. As important as the factor ssa gotential source of uncertainty, assigning
uncertainty contribution in a quantitative way ch@ a complex task. Such problems are
curbed by seeking additional information from ktemre, conducting additional experiments,

or using judgment based on experience in ordeffégterzely model uncertainty component.

® NOTE: Not all sources of uncertainty can be quantifiéds also important to recognize that not alltoé
components of uncertainty will make a significanhibution to combined uncertainty. A preliminagtimate
of the contribution of each component or combimatid components to the uncertainty should be madettzose

that are not significant eliminatedqllison, Rosslein and William, 2000, py 4
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Evaluating uncertainty components

After identification of the possible sources of artainty, the next step is to assess the
uncertainty sources that are accounted for by adlable data prior to estimating the size of
each contributing component. Additional sourcesnéérmation may be consulted to gather
information about uncertainty components which aoé adequately represented by existing
information. In cases where data is absent, it m@ynecessary to conduct experiments to

obtain additional information regarding a particidaurce of uncertainty.

Basically there are two main categories for evahgastandard uncertainty - category A and B,
based on the method used to estimate their nurhegtses.Category A’ is used to calculate

standard uncertainty for estimates obtained byissital analysis for example. Uncertainty
components arising repeated measureme@ttegory B is used to evaluate standard
uncertainty for uncertainty components obtained rimn-statistical means, for example
uncertainty stated by the manufacturer. Expresamgertainty components quantitatively to

standard uncertainty enables all estimates to keeual form facilitating easy combining.

Category A

The Category A approach to uncertainty estima@gssumes that statistical methods can
provide reasonable estimates of the measurememrtamty (Adams, 2002) Often sources
that can be evaluated using this method are assdcigith random error that is experiment

measurement results which vary when the measuremezieated.

An example of a Category A evaluation involves magkia series ofn independent
measurements of a quantit§ and calculating the arithmetic mean and the expentai
standard deviation of the mean. The arithmetic meaegarded as the best estimate of the
measurand and standard deviation of the mean m®val good approximation of the

uncertainty associated with the mean measurement.

" Category A refers to the method by which the uiadety estimate was obtained, not the nature of the
uncertainty contributor itself (Adams, 2002) thsaiso the case with category B.
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Procedure for estimating Category A uncertainty

a. ldentifying and removing outliers from the datas

Outliers negatively affect the statistic parametetgh as mean and standard deviation.
Presence of outliers increases the calculated gdesmalue especially standard deviation and
therefore should be discarded. It is recommendedl &m inquiry be made regarding the
presence of outlier prior to their rejection. Thelgst should at least try to understand why

they appeared.

Several methods of detecting outliers exist inelgdirubb’s test and Chauvenet’s criterion.
The procedure for detecting outlier based on thau@énet’s criterion can be summarised as
below (Wikipedia, 2007):
+ Calculate the mean and standard deviation;
» Determine the probability that a given data poirnil e at the value of the
suspect data point.
* Using the normal distribution function, multiplyishprobability by the number
of data points taken, remove the point if the reisuess than 0.5
b. The measurement results are summed and divigeticonumber of samples to get the

mean.
n
nox.
_ =1
x=="""" 1.2
n

c. Determination of the standard deviation (Equagtih4) of the measurements, which

characterizes the variability, or spread, of theesbed values.

S= 1 Zn:X X )2 2.4
- n_l.l(i ) "
i=

d. Determination of the standard error of the m@agquation 2.5) which is standard uncertainty

of the measurement:
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2.5

Whereu; = standard uncertainty.

Example IV
Seven pH measurements for waste rock yielded tfeniog results:

8.12 8.52 8.4 8.28

8.15 8.44 8.32

Mean | Standard Deviation | Standard Error

8.32 0.15 0.06

The arithmetic mean P for these results:
P11 =8.32

The standard uncertainty of P is

u; =0.06

The procedure for determining standard uncertamgntioned above is true for multiple
measurements. In the case of single measuremkatsintertainty associated with the results

is determined by taking the standard deviatiorhefrheasurement.

The advantage of using the standard uncertaintydoas the standard error is that it relates the

uncertainty to the sample size hence uncertaintybeareduced by increasing the sample size.

Category B
A Category B evaluation is used to estimate tlaaddrd uncertainty value for uncertainty
sources which cannot be evaluated by statisticalyais as the case with Category A. The

successful identification and evaluation of thesatgbutions heavily depends on a detailed
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knowledge of the measurement process and the exygeriof the person making the
measurements.
Uncertainty components that can be evaluated bygoay B are chiefly derived from (EAL
Task Force, 1999):
» Specifications of the manufacturer for example tbported calibration uncertainty
assigned to reference standards;Previous measurdatan
» Data provided in calibration and other certificates
» The effects of environmental conditions;
» Uncertainties assigned to reference data taken framdbooks, e.g. uncertainties
associated with atomic weight; and

» Experience with behavior and properties of instrotse

The mode in which the uncertainty components witigh be evaluated by this category are
transformed to standard uncertainty primarily dejseon available information regarding the
uncertainty component. In some instances, convesdio standard uncertainty solely rely on

the knowledge, judgment or experience of the ahalys

The following section discusses some of the possibéthods employable in assessing and

converting uncertainty components to standard taicey.

Method 1. This method calls for the conversion of the statencertainty to standard

uncertainty by dividing the stated uncertainty g multiplier (Taylor and Kuyatt, 2004).

Example V
A calibration certificate for a weight referencarsiard provides a value of 15 000.005g with
an associated expanded uncertdmfty45mg (coverage factor of k=1.96). The standard

uncertainty contribution from calibration is:

8 Expanded uncertainty = uncertainty*coverage fagithr(commonly used value for k=1.96 which is egént

to 95% confidence interval)
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u m) = 45mg (stated uncertainty)/1.96 (coverage factavhich is the multiplier)

=22.95mg

Method 2: If there are specifications that contain an utaiety bound for input quantity at a
stated confidence interval, the standard unceytaistcalculated by dividing the stated

uncertainty by an appropriate factor for the coerfice interval.

Example VI
For a given Certified Reference Material (CRM),wi certified value of 14.21 + 0.2 and a

95% confidence level, the standard uncertaintgferCRM is

(Uerm) = 0.2/1.96 = 0.10

Method 3: Probability Distributions :

A probability distribution is a mathematical furarmi giving the probability that a random
variable takes any given value or else belongs setaof values (UKAS, 2007). There are
many probability distributions that can be assurmedin this section, only three distributions

are considered- rectangular, triangular, and nodisalibution.

1. Rectangular/uniform distribution

Rectangular distribution is assumed when the onfgrination available about the input
quantity x are the upper and lower limits + x amdather additional information is available.
Assuming this probability denotes that true valae the quantity lies anywhere within the

specified bound as shown in Figure 3-5.

The standard deviation for distribution is given as

a
u(a)=s=\/—§ 3.6

Conditions for assuming this probability distritmutiare as follows:
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1. Uniform probability - that is every value betweamdancluding the limits have equal
probabilities of occurring.
2. There are zero chances of the uncertainty contiibotcurring outside of the limits of

the distribution

mean value =(a, +a_)/2

Figure 3-5: Rectangular distribution (Vetter, 200}

Example VII
A 50 ml Grade A volumetric flask is certified tothin £0.25 ml. The standard uncertainty
(standard deviation) associated with using thekfiascalculated by dividing the given limit
(uncertainty) with the rectangular distribution.
U oy =0.25 V3
=+0.14 ml.

Whereu o) is the standard uncertainty associated with volomeasurement.

Given a reading of 23.5g on an analytical balanite & manufacturer’s specified tolerance of

0.1g the standard uncertainty for the reading is:
u (mass) =0.1/\/3

=0.06

Therefore the true value of the measurand liesd&&23.4 and 23.6g.
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2. Triangular
This distribution is assumed when the informatioailable about the input quantity x are the
upper and lower limit 4, and there is high probability that the quantityatues close to the

center of the limits are more probable than vahess the limits, Figure 3-6.

The standard uncertainty of the distribution isegi\as:

@=s=— 3.7
ua—s—\/g .

Where u §) is the standard uncertainty associated with diyaat
S is the standard deviation.

mean value =(a_+a )/2
+

Figure 3-6: Triangular distribution ( Vetter, 200}

3. Normal distribution
The adoption of normal distribution is based onesalsituations. First, the distribution is

assumed when estimates are made from repeated ney@@sus of random varying process

where standard uncertainty@quals the standard deviation (s) of the repeatmsurements:

U, =S
Second, normal distribution is adopted when theettamnty associated with a given input is
given as a standard deviation, relative standavihtien, and or coefficient of variation with

the distribution unspecified.

In cases where the uncertainty is given as a cenée interval x+ a without specification of
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the distribution, a normal distribution can be ased. The standard uncertainties for the two

most common distributions are therefore calculated

u, (95% confidence interval) 3.8

~1.96

u, (99% confidence interval) 3.9

~2.57

This distribution is illustrated in Figure 3-7.

| )
' a
Af——f.

meanvalue =(a,_+a_)/2

Figure 3-7: Normal distribution (Vetter, 200}

Generally for most analytical tests for geochemisampling and analysis, uncertainty
components that are evaluated using Category Bllyszantribute less than components that
can be evaluated by Category A. As such, quatitytrol data are often employed to provide
an estimate of the contribution of analysis to allamcertainty.

Procedures for estimating standard uncertaintgamemarised by Figure 3-8.

3.2.2.7 Step 7: Calculating of combined uncertaigt

The combined standard uncertainty is the unceytaifhta result when it is obtained from the
values of several other statistically independamngities (Bronaugh and Heirman, 2004).
Although uncertainty components are not errors, itttdvidual components are combined
using laws of error propagation model. The combisthdard uncertainty, which is usually

denoted by y is the uncertainty of a result when obtained fribm values of several other
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statistically independent quantities.

Uncertainty component

A 4
Check if accounted by availabl

D

date
Seek additional .| Evaluate
informatior uncertaint
A 4 A 4 A\ 4 A 4 \ 4
Conduct Use standing| | Literature | | Category A Category B
experimer data, e.g. C searc| (Statistics (Other
L Standard ‘J
uncertaint

CC=calibration certificate

Figure 3-8: Flowchart for quantifying uncertainty sources

Laws for combining uncertainty
There are two main rules for combining standarcedainties (EURACHEM/CITAC, 2002):
= Rulel

In cases involving addition or subtraction of quized such as:
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x=f (w+ s +t+p..)withw, s, t, and p are unedated, the combined uncertainty is

calculated as:

u, = \/uﬁ, +uZ+uf+ ud.. 3.10
= Rule2

For cases involving multiplication or division fexample x=w*f*h, combined uncertainty is

given by

= B A
Uy = \/[ w + I; 3.11
In case of geochemical investigations for ERA thenbined uncertainty from the common

possible factors can be written as:

U(s) :\/u,zl + uZ + u?,, +uz,,

Where ? is the standard uncertainties from:
un? effect of heterogeneity

u,2volume measurement

U’ Reference material

Unm Mass measurement

Example VI

Given that the pH measurements results for a cet@aget area with the dams a, b and ¢ have
the following standard uncertainties derived framnslard deviation of repeated measurement
values for each dam, dam au£a) = 0.13, dam b=u (b) =0.15 and dam c @ (c) = 0.22.The

combined uncertainty for these is calculated byyapg rule 1

uX:\/uE,, +uZ+u.. .. ...

Uy =v0.132 4+ 0.152 + 0.222 = 0.296

Therefore the combined uncertainty for the pH mesmsents is ) = 0.296

99



3.2.2.8 Step 8: Calculating the expanded uncertdy

Expanded uncertainty is calculated to indicate lowfident one is that the true measurand

value lies within a given range of values obtaireding the measurement process .It is

obtained by multiplying the combined uncertaintysbgoverage factor k and can be expressed

by Equation 3.12 below:

U=k x u,(y) 3.12

Where U is the expanded uncertainty(y) is combined uncertainty, k is the coveragedact

Usually a coverage factor (Rpf 1.92 is recommended when calculating expandeerntainty
(UKAS, 1997). This value provides a 95% confideneeel, assuming the distribution is
normal. If there is a larger contribution to unaarty from one source in comparison to other
sources, having the value k=1.96 will give a coefide level greater than 95%. When
choosing the value of k, the level of confidencguieed should be considered. Table 3.7 list

various coverage factors (k) that can be adopted.

Table 3.7: Coverage factors
Probability (%) 50 | 68| 75 | 80| 85| 90| 95 99

Coverage factor (k)| 0.68| 1 | 1.15| 1.28| 1.44| 1.65| 1.96| 2.57

Example 1X
Using the results from Example 5@k = 0.296, the expanded uncertainty associated thvith

combined uncertainty above is expressed as:

U=1.96 * 0.296
=0.580 (95% confidence level)

® Value may be insufficient when their degrees eeftom <6.
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3.2.2.9 Step 9: Reporting the uncertainty

Instead of reporting a single estimate, it is nsapsto include an interval in which the true
measurand value is expected to lie. The uncertaimbyld be reported in the same units as the
results. Usually the expanded uncertainty valuaiobt in the previous step is used when

reporting uncertainty. This is illustrated below:

Result: (y + U)units 3.13

Where y is the measurand and U is the expandedtaimig obtained from the previous step.

Example X: assuming that the pH result obtained for the previ&xample is 8.12, the

uncertainty associated with this result is given as

pH = 8.12 + 0.59 (7.53-8.71)

The results should be reported whether positiveegative.

3.2.2.10 Advantages of the method:
Some of the advantages associated with this mettead

* The method is based on existing techniques.

* The guidelines enable the data users to identdycimponents of uncertainty, estimate
the uncertainty associated with each component, eraduate the contribution to
uncertainty of the each components.

e |t also allows the analyst to determine which comgrd is contributing more to
uncertainty hence the analyst can see where astadat in the sampling or analyses

process is required so as to minimize uncertainty.

3.2.2.11 Limitations of the technique
Some of the limitations in using the technique are:

» The definition of the element that is being meaduie usually
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problematic. This is the case with geochemical demgpand analyses
where a number of measurements and proceduresraiedoout.

* Some components of uncertainty are not readily tfietvie.
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CHAPTER 4: CASE STUDY INFORMATION

4.0 BACKGROUND

The case study is based on geochemical assesshiaiings dams and waste rock carried out
by Pulles Howard and De Lange (PHD) for AngloGolghanti Gold Mines Environmental

Management. The objective of the assessment wasdiate the potential of tailings dams
and waste rock dumps in the Vaal River and WestWitning areas to impact on water

resources and implications of this in terms of nmilesure and rehabilitation.

Gold mining waste is known to contain large quaagibf heavy metals found in the host ore
and chemical elements used in the extraction psosegh as cyanide. Under favorable
conditions, in the presence of water and oxygenalsieand sulphur react with water and

oxygen to produce Acid mine Drainage (AMD).

4.1 METHODOLOGY

In order to fully address the problem in questiBRD developed an in house geochemical
assessment programme for ERA. The methodology adopt undertaking geochemical

assessment of tailings dams and waste rock dunmpsecaummarised by Figure 4-1.

Although all procedures illustrated in the figudeose are of importance, for the purpose of

this study, the main focus will be on sampling andlyses procedure.
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Identify & develop first conceptual model:
» Tailings dams
*  Waste Rock Dumps

v v '

Develop mathematica Design sampling Undertake screening
model input programme level risk assessment
l l Implementing the

Water Balance Geochemistry sampling programme

| | |

Review data sets

' .

Finalise modeling Revise & finalise
approaches conceptual models
A 4
Produce pollution profiles Identify various management

& risks in terms of flow &
quality of facilities

& agree with mine authorities

A

A4

Model management B Characterise options ie;O
options b and water balance
A 4
Compare and recommend .| Develop monitoring & .| FINAL REPORT
options "| validation programme "

Figure 4-1: Methodology followed during the project(Pulles et.al 2003

4.2 SAMPLING TARGET

The sampling targets were tailings dams situatdétie West Wits and Vaal River mining area

owned by Anglo Gold (Ashanti), Figure 4-2.

104



LOCATION OF SAMPLED AREAS
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Figure 4-2: Location of Sampled areas; Vaal River ad West Wits
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4.2.1 WEST WITS MINE

The West Wits tailings consist of three complexasely:

(@) The Old North Tailings Complex with tailingsvasing an area of 108ha and containing
approximately 24.12 x £&° of tailings.

(b) The New North tailings complex occupying aaaaof 237 ha and consisting of four dams:
5A, 5B, 7A and 7B.

(c) The South Tailings complex has an estimatedinael of tailings of 11.12 x £, and
consists of two dams including an upper dam withagea of 55.1 ha and a lower dam with

73.3 ha (Figure 4-3).

4.2.2 VAAL RIVER MINE
In the case of the Vaal River areas two tailing slamere sampled. The West tailings complex
occupy as area of 450ha while the West extensitings dam has an area of 150 ha. The

areas are illustrated in Figure 4-4 below.

4.3 SAMPLING PROTOCOL

The section gives an outline of the procedure aabpt sampling tailings dam.

4.3.1 SAMPLING TOOL

Dutch Augers were used for sampling of tailings.

4.3.2 SAMPLE COLLECTION
The sample collection procedure can be summarséallaws:
= Sample positions were planned at 1 sample point@drectares.

= Positions were marked on a plan and Global PositippSystem (GPS) was used to
locate each point.

= Samples were collected using a Dutch auger at 30@rvals.

= At shallow sample sites, samples were taken topghdef 2.5m and deep holes at 10

meters. Due to the presence of saturated zone,litgywas recovered and therefore
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no deep holes were drilled.
= Collected samples were labeled with each sampédddlihree times.

For some proposed sampling points, the positions wieanged due to inaccessibility.

4.4 ANALYTICAL PROTOCOLS USED

4.4.1 SAMPLE COMPOSITING

Prior to analyses, samples were composited. Athary samples collected were composited
into two composite groups. Composite samples fracheshallow hole were made for ABA
and moisture content analyses. Where there wagniicant differences in paste pH, samples
from each deep hole were made into one compositepOsite samples were further analysed
for X- Ray Diffraction (XRD), X- Ray FluorescenceXRF), water extraction Inductive
Coupled Plasma Mass Spectrometry (ICPMS), Aqua&REgfP MS, particle size distribution

and microscopic study (Table 4.1):

Table 4.1: Static test conducted

Parameter Analysis technique (s)

Acid Base Accounting (ABA) Sobek Method

pH pH meter

Particle size wet and dry sieving

Mineralogy X ray diffraction(XRD)
Microscope

Major and trace minerals X ray fluorescence (XRF)

Multi-element analysis Inductively  Coupled Plasma agsl
Spectrometry (ICP MS)

For the purposes of this discussion, only Acid BAseounting (ABA) will be considered.
Other methods are discussed in detail in the maort prepared for AngloGold, Ashanti

Mines. All results obtained have been archived geachemical database.
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WEST WITS TAILINGS DAMS
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Figure 4-3: West Wits tailings Dams (Google Earth2007)
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Figure 4-4 Vaal River Tailings Dams (Goggle Earth2007)
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Actual Sampled points,Vaal River Tailing Dams
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4.4.2 ACID BASE ACCOUNTING (ABA)

Acid base accounting (ABA) is the balance betwegid aroduction and acid consumption
properties of mine waste (Fey, 2003). The poterfiial a given rock to generate and
neutralize acid is determined by its mineralogicamposition. This includes not only the
guantitative mineralogical composition, but alsdiudual mineral grain size, shape, texture
and spatial relationship with other mineral grgiddls, 1995).

Components of ABA include:
= Total sulphur;
= Paste pH;
= Acid potential (AP);
= Neutralization potential (NP);
= Net Neutralization potential (NNP); and
= Neutralization potential ratio (NPR).

It is usually the first step for determining AMDtpatial of mine waste.

Acid Base Accounting was carried out for the fivatch of composite sample as illustrated in
Appendix C.

» Total sulphur
Total sulphur content is used to predict acid gatiem potential from geological material if
all the sulphur (S) present reacts (Kania, 1998 mMost common sulphide minerals that
weather to produce AMD include pyrite (RgSnarcasite (Fe chalcopyrite (CuFe$ and
arsenopyrite (FeAsS). The total sulphur (%) was suesd using a Leco analyser. The

resultant values were used to calculate acid patent
» Acid Potential (AP)
Acid potential is calculated from the product otalosulphur and 31.25kg/t of calcium

carbonate (Sobedt.al.,1978). The relationship can be expressed by thategqubelow:

AP = Total Sulphur (%) x 31.25 kg/t CaCO; 3.5
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» Neutralization Potential (NP)
The procedure used is based on the Fizz test bgkSetal, 1978. NP is expressed as:

s0a [+ (3)7]

c

NP = 4.1

Where
a is the normality of HCI added in digestion,
b is the normality of NaOH used in the titration,
c is the mass of sample in grams,
x is the volume of HCI added in ml; and
y is the volume of NaOH added in titration.
» Paste pH
The pH was determined using pH meter. Further dson is conducted in Chapter 5.

> Net Neutralization Potential (NNP)

Net Neutralization Potential refers to the calaediadlifference between NP and AP

NNP = NP — AP 4.2

According to the total sulphur (%) and the ratiaween NP and AP the material was
classified as in Table 4.2.

Table 4.2: Rock type classificatior(Pulleset. al, 2003

TYPE | Potentially acidig Total S (%)>0.25% and NP:AP ratio 1:1 |or
forming less

TYPE Il | Intermediate Total S(%)>0.25% and NP:AP ratio 1:1 to 3i1

TYPE Non Acid forming Total S(%)<0.25%and NP:AP ratio 3:1 |or

1l greater
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4.5 RESULTS

All analyses results have been stored in a geodardatabase accompanying this report.
The database in Excel spreadsheet format condisseveral worksheets highlighting the
various analytical procedures carried out. Thedasit of all sheets is an individual sample
or sample composite. The structure of the dataisaa follows:
Common fields

» Location: Large locality for example West Wits nmigiarea

» Small locality, e.g. Dam A

» Coordinates: Latitude and Longitude in Decimal degr

» Sample D, e.g. A-3S

Specific Fields

% Mineralogy worksheet:

K-

se Amphibole | Mica| Prrophyllitel Chlorite
feldspar

Quartz | Hematite Calcit% Dolomite  Gypsum Plagiocla:

% Acid Base Accounting (ABA) worksheet

NP: | C- . .
Paste| Total AP AP | NP | C-NNP Rock Rock type | Samplin | Comp Latlt_ude Longlltude
oH | s@) | %9 vati | (kg | (kgry | PR ApNP | gdepth | osite | (PEcimal | (Decimal
It) o ) S ’ degrees) | Degrees)
% Grain Size worksheet
Sample 750 um | 150um | 75um | >75um | Total Accuracy Error Material
weight(g) @) (9) @) (C)) (C)) (%) (%) type

% Major Elements worksheet

Si02 | TiO2| Al203| Fe203 MnQ MgO Ca® Na20 K20 P205 Cr203 IL{QVaterial Type

<+ Trace elements

Material

As | Ba| Ce| Col Crf Cy Ga Hf M Nb Ni Pb Rb S Sr [Ta [TW |V | W |Y | Zn | Zr type
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Figure 4-7 below illustrates is an example of ttnecture of the worksheets.

3 Microsoft Excel - Gechemistry and mineralogy database

Type: a questian for help

@y o e B A ﬁ

P_E Ele Edt Yiew Insert Format Tools. Data  Wwindow Help

INESHRESE 378599 2406 !i»\rial 10 <|B LU

EYR et B I I RS | J A B 3 | ¥ Reply with Changes.
31 - fr
A B | G e F | G H | J | K [
1 |GRAIN SIZE
B Mining Area L_“I—"”:;];:iil u“;:f;:l Sample ID wS:;;:::Z) 750um(g) 150um(g)  75um (g} Fealim Total (g) Aceikacy Error (%) M?;:!'ﬂ
| 3 | Darm A A_COMP 50002 3325 6118 17068 2547 49554 9810 0.90 Tailings
4| New Mo DB B_COMP moon E7T7 12406 19145 3873 39587 9996 104 Tailings
El Compli Dam G C_COMP 50001 2672 16528 22547 3380 49796 9348 1141 Tailings
| 6 | Dam D D_COMP 400.01 3087 17195 16251 2584 39831 09958 0.45 Tailings
| 7| ComplexMear 45001 3940 180,62 18078 2070 446388 99.30 0.70
8| WESTWITS Worly DAMEF G EF-G_COMP 50001 3326 11234 29035 6242 49836 9967 0.33 Tailings
9| Gt Darm H &) HHLTOP CC 80002 5777 38357 4045 043 409E2 0307 0.08 Tailings
10 Complex Mea 500.02 4551 247.96 16975 3578 498.99 99.80 0.20 Tailings
11| Darm M M_COMP 50003 2672 13907 28032 5184 49785 9958 0,42 Tailings
| 12| South Complex | Dam N N_COMF 50003 3987 23646 19383 3830 49946 9969 0.31 Tailings
13 ComplexMea 50003 33.30 18277 23708 4507 49821 99.64 0.37
| 14| DamA &8 YRAB-1_COL 50013 0BE3 21910 13385 4665 40833 0970 0,78 Tailings
15 | DamB&D  VD-D-B-2.CON 50002 5668 18601 17201 8516 40784 0958 0.44 Tailings
18 West Complex  pam ¢ YR-C-1_COME 50000 3048 144 24352 11828 50472 10004 004 Tailings
77| Dam ¢ YR-C-2_COMFE 50004 27.08 13086 22856 10970 49873 0923 0.77 Tailings
ComplexMear 50005 5251 161.60 19444 9020 49374 9974 0.26
i e [DAmE YR-F-1_COMP 500.01 3297 24230 17506 4673 40786 9950 041 Tailings
iR Dam F YR-F-2_COMP 50040 5,24 18598 270327 3987 50256 10043 -0.43 Taiings
Complex Mear  500.21 19.66 21414 22314 4333 50026 10001 -0.01
VAALRIVER Waste Dump 3 WRD3-1-COMF 50000 12342 T4 9319 485 49954 9973 0.27 Rack waste
Waste  rock WasteDump3 VRD3-2-COMF  500.06 13482 76,48 7505 1185 50030 10005  -0.05 Rock waste
dump 3 Waste Dump 3 VRD3-3-COMF  500.00  183.68 25833 5283 048 49584 9919 0.1 Rack waste
ComplexMear 50002 147.31 27133 7372 593 49829]  00.66 0.34
Waste Dump 4 WRD4-1-COMF  500.01 16108 0615 8500 616 49930 0985 0,40 Rack waste
Waste  rockWagteDump 4 VRD4-ZCOMF 50000 18111 /421 G0IE 1233 49787 9957 0.43 Rock waste
dump 4 Waste Dump 4 WRD4-3COMP 60000 130.56 21536 12623 2703 40917 0963 0.37 Rack waste
Complex Meal 50000 157.50 22857 0043 2186 49845 9969 0.40
W 4 W\ ABA TAILINGS WORKSHEET / Mineralogy ' Grain size { Major elemets(XRF)_{ Trace eleme [ ¢ S|

Reardy

Figure 4-7: An example of the structure of the dathase worksheet
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CHAPTER 5: CASE STUDY RESULTS

5.1 SAMPLE SIZE DETERMINATION

This section serves to illustrate how the propasethodology can be applied. It also serves
to assess if the number of samples collected dihegase study were enough for ERA. As
such, ABA results for Vaal River dam 3 and WestaMam N will be used to demonstrate
the applicability of the method. The data for the tdams illustrated in Table 5.1. Key
parameters for acid rock drainage (ARD) study aeedcid potential (AP) and the neutral
potential (NP). These parameters are used to rilligssthow the proper sample size can be

determined.

Table 5.1: ABA data from West Wits and Vaal River Mnes (Pulleset al, 2003

. Sample | Total S (wt| Calcite AP NP
Location | |y i %) ( (kg/t) (kglt) | (kgh)
VRD3 A1 | 0.130 8.75 4.06 8.75
VRD3 A2 | 0.277 0.25 8.66 0.25
VRD3 A3 | 0.326 0.00 10.19 | 0.00
VRD3 A4 | 0.310 0.75 9.69 0.75
VRD3 A5 | 0.207 2.00 6.47 2.00
Vaal VRD3 A6 | 0.320 0.25 10.00 | 0.25
Ruer | VRD3P1] 0.070 2.00 2.19 2.00
VRD3 P2 | 0.125 0.00 3.91 0.00
VRD3 P3| 0.283 0.00 8.84 0.00
VRD3 P4 | 0.127 0.75 3.97 0.75
VRD3 P7| 0.188 0.00 5.88 0.00
VRD3
510 0.247 0.00 7.72 0.00
N-1S 0.789 2.75 24.66 | 2.75
N-2S 0.656 7.50 2050 | 7.50
West N-3D 0.691 9.75 2159 | 9.75
Wits N-5S 0.764 7.50 23.88 | 7.50
N-6S 0.716 7.00 22.38 | 7.00
N-7D 0.652 9.75 20.38 | 9.75

The dataset in the table above were derived frault®obtained from the case study of Vaal

River and West Wits tailing dams as discussed iap@¥r 4. The dataset is only a small
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portion of the results that were obtained from shely. Population A represents 12 samples
taken from Vaal River ABA results and Populatiorrdpresents 6 samples extracted from

ABA results for West Wits mining area.

For the population A, The sample meansa{rpy), MNP (») and the sample standard
deviations (®e(n), Sup(a)) are calculated as follows:
Map (a) = 1/12% x; = 6.80
Mpa) = 1/12% x, = 1.23
Sap (a) = SQRT [(1/11)"X(x; —6.80§] = 2.77
Swp (a) = SQRT [(1/11)%(x; —1.23f] = 2.48
For the population B, the sample meangg#) Mnpe)) and the sample standard deviations

(Sar@), Spe) are calculated as follows:

Map@) = 1/62 X = 22.23
Mp g) = 1/62 X = 7.38
Sap 8 = SQRT [(1/5)*X(xi —22.235] = 1.758
Swe ) = SQRT [(1/5)*%(xj —7.38f] = 2.563
Here we set that the acceptable sampling emprof AP and NP equals 1(kg/t) and

confidence equals 95%.

Based on the information above, the sample size®eaalculated as follows:

Nap (a) = Za/228AP(A)2/ r?
=1.96*2.77/ 1
=30

Nap ) = Zarz"Sneea) r°
=1.96*2.48 /1
=24

Nap B) = ZGIZZSAP(B)Z/ r?
=1.96*1.758/ 1°
=12

Nve @) = Zar’Swe @)1
=1.96*2.56%/ 1*
=25
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5.1.1 SUMMARY

Sample size determination is a crucial step instiagistical design of the project. An adequate
sample size helps to ensure that the study wildyieliable information which is critical for
decision making. Studies involving human subjed¢isutd be designed with a large enough

sample size so that the risk of making wrong denig eliminated.

Performing a valid sample size calculation requirgtimates of the variability in the data, as well
as defining the desired confidence level and tlemptable sampling error. Standard deviation,
the often used measure of variability and acceptabimpling error are unknown most of the
time. These parameters can be estimated from itistata of similar nature or pilot studyhe
main risk of using data from previous studies itinegting sample size is the possibility of
error propagation. Errors made in the previousystndy be carried over to the present study;

therefore care is required when using such.data

There is an exponential relationship between sasipeand acceptable sampling erdororder
to reduce error by a factor of two, the sample &i@s to be quadrupled hence error can be
reduced by increasing sample size. For any givefidence level, the larger the sample size,

the smaller the confidence interval

In the case of variability, the more heterogenesmysopulation, the larger the sample size
required to obtain a given level of precision. Tim@re homogeneous a population, the

smaller the sample size required.

Although the determination of sample size presentdifficult task, the hurdles can be
overcome by drafting a proper sampling plan. Itofsgreat importance that a sampler
understands the purpose and uses of the sampliag pdir to deciding the number of
samples required. As sample size affects reprasétytaand decision making, it is essential

that the right sample size be collected.

5.2 QUANTIFYING UNCERTAINTY

In the previous chapter, a methodology for quaim@yuncertainty in geochemical sampling

and analysis was discussed. This chapter outlioesthie methodology can be applied. Acid-
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Base Accounting (ABA) data results from the casalgtdiscussed in Chapter 4 with the
parameters acid potential (AP), neutralizing pogriNP) and paste pH are used to illustrate
the application of the methodology. The input valder the measurements are listed in

Appendix D.

Since the measurement results for the various peteamishown in Appendix D are mean
concentration values within each tailing dam, dediirom averaging individual sample

results from varying locations of the target, tih@ndard uncertainty associated with these
measurements are evaluated under Category A asgsdest in Chapter 3. Equation 2.5 is

used to determine the associated standard undgrtain

s = 2.5

S
Vn

Where
Uy is standard uncertainty,
s is the standard deviation and

n is the sample size.

The standard uncertainty for uncertainty componéiltis\g under category B are evaluated

using the appropriate probability distribution ascdssed above in Chapter 3.

The standard uncertainties are combined using @les lof error propagation stated in
Equations 3.10 and 3.11.

Expanded uncertainty is calculated by multiplying tombined standard uncertainty by the
coverage factor (k) of 1.96 which gives an appratety 95% confidence level. This value is
used since the degrees of freedom are above simdst variables.

The majority of the calculations were carried oot Ms Excel 2003.The formulas for
calculation of the various statistics in Excel udihg mean, count, standard deviation and

standard are listed below:

Mean is calculated as:
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=AVERAGE (C1: C5)
Where, C1 and C5 are the cell numbers containiagrut values
Standard deviation as:
=STDEV (numberl [number2]....)

Where STDEYV is standard deviation

Standard error of the mean with the formula in Equdion 2.5 is calculated as

=STDEV (G5:G11)/SQRT (COUNT (G5:G11)
Where
STDEYV is the standard deviation
G5:G11 refers to the location of the values usethéspreadsheet — that is values that are
located in column G in rows 5 to 11
SQRT is the square root
COUNT is the sample size

Probability distributions are calculated as below:
=G8/sqrt (number).

The dividing number depends on the probabilityritistion chosen as discussed previously.

Combined Uncertainty as
E.g. addition rule
=SQRT (SUMSQ (numberl [number2]........ )) for rule 1

=SQRT (SUMSQ (D8/D5, D20/D17...... )) for rule 2.
Where, SUMSQ is the sum of squares.
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These calculations are shown in Figure 5.1.

Microsoft Excel - Gechemistry and mineralogy database

@_] File Edit “iew Insert Format  Tools Data  Window  Help Type a question For kel
cE 2 g )v@ialaoe  2line B T Bl ulss=rame o0
ERE Bt s B s | | 3 | ¥ Reply with Changes. .. End Review. .. H
UM * X A& =STDEV(EZ.E9)/SQRTIE1Z)

A | B | c | D [ETF T 6 | H | [ 4 ]

1 |ACID BASE ACCOUNTING
Large Locality Paste Total S
Mining area Small Locality Dam 1D sample ID AP{kat) | NP:AP ratio C-NP(kot)  C-NNP {kot)
2 Complex pH (%)
3 | West Wits Tailings A18 812 0.541 16.91 0.21 3.50 -13.41
4 A-2D 818 0474 14.81 0.42 6.25 -8.56
5 A-38 882 0.537 16.78 0.38 6.00 -10.78
B A48 .44 0420 1313 0.40 5.62 -7.88
7 A-6D0 8.40) 0.4493 16.14 0.45 7.00 -8.41
8 A-BS 832 0.505 16.78 0.29 4.50 -11.28
g DamA ATS 8.2 0.541 16.91 0.34 5.75 11,16
10 A-Mean 832 0.50 16.64 0.35 5.50 -10.21
1 A-Standard Dev 015 0.04 1.40 0.0g 1.18 2.00
12 A-Sample size 7 7 7 7 7
A-Standard
13 uncertainy =STDEM{E FE9)/SORT(E12) 0.031 0.440 0.756
14 B15 [ STDE¥{nurmber1, [rumber2], .. 3] 0.39 575 5.8
15 B-20 9.62 0.591 17.22 0.39 6.79 -10.47
16 B-35 864 0332 10.38 0.70 725 -3.13
17 B-45 .64 0.481 14.41 0.47 6.75 -7.66
18 B-50 .82 0.455 14.22 0.39 5.50 -8.72
19 Dam B B-6S 8.60  0.752 23.50 0.29 6.75 -16.75
20 B-75 835 0.597 18.66 0.71 0.00 -18.668
21 B-mean 8.91 0.52 1615 0.489 5.54 -10.61
22 B-standard dev 018 013 416 018 2.52 5.38
23 New North B-Sample size 7 7 7 7 7 7
Complex B-Standard

24 uncertainty 0.067  0.050 1.572 0.062 0.952 2.033
25 C-18 823 0.4B5 14.53 0.33 5.54 -9.78
26

C-28 220 0478 14.84 027 475 -9.34

1 4+ n]\ABA TAILINGS WORKSHEET / Minerdogy 7 Grainsize / Major elemets(XRF) / Trace eleme [<

o ane

Figure 5-1: Spreadsheet format for uncertainty detamination

The following sections presents examples showing hlbe methodology discussed in
Chapter 4 can be applied. ABA data from West Wiiknigs dams are used.

Example 1 calculates uncertainty associated witll Rotential (AP) measurement result for

West Wits tailings dams,

Example 2 evaluates uncertainty associated witleniftralizing Potential measurement result
for all tailings dams.
Example 3 quantifies uncertainty associated withr@stilts obtained from paste pH for West

Wits tailings dams.
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5.2.1 EXAMPLE 1: ACID POTENTIAL (AP)

Step 1: Definition of the purpose of AP determinatn

Acid Potential is one of the main measurements tiakien in Acid Base Accounting. It was
determined in AMD prediction with the aim of assegsthe amount of acid producing
elements present in waste rock and tailings. Chaimédements contributing to acid
production include sulphide minerals such as pysated pyrrhotite. These elements, under
favorable conditions, react with oxygen and wateading to the production of acidic
discharges which have a negative effect on theremvient. For example the oxidations of

pyrite (FeS2) produce such acidic discharge adigigied by the reaction below:

2FeS(s) + 7Q(g) + 2RO (1) — 2F€* (aq) + 4SQ(aq) + 4H (aq)

Step 2: Definition of the sampling target

The targets are tailing dams occurring in the Weg$ mining area. The place is made up of
three tailings dams namely: The Old North tailicgsnplex, the New North tailings complex
and the South tailings complex. The Old north ngéi complex covers an area of 108ha
containing an estimated 24.12%1®° of tailings. The complex consists of six dams fout
this study only information of dam F was providéthe New north complex has 4 dams, A,
B, C, and D occupying an area of 237 ha. The Stailihgs complex consists of 2 dams, M

and N. Both dams occupy an area of 125ha.

Step 3: Specification of the measurand

The aim of this step is to write down a clear staet of what is being measured. The
measurand in this case is the assessment of tiséios of acid production potential (AP)
of mine tailings in various dams .The measurancddp on two parameters which are total
sulphur and weighed calcium carbonates. Total sumlps determined using the method
suggested by Sobekt.al (1978), step 4 below. Acid Potential (AP) can b@ressed as

below:

AP = Sulfur content (%) x 1000 kg/100 x moleculagight of CaCO3/atomic weight of

sulfur

AP = Total Sulphur x 31.25 kg CaCO;4 3.5
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Step 4: Description of the sampling and analyticgbrotocol

The goal of this step is to outline the protocdlci@ing during sampling and analyses.

Sampling protocol (Sampling procedure followed):

= Sample positions were planned at 1 sample poinipdrwectares;

= Positions were marked on a plan and GPS was udedate each point;

= Samples were collected using a Dutch auger attarvad of 50cm;

= At shallow sample sites, samples were taken topghdef 2.5m and deep holes at
10m. Due to the presence of saturated zone, ieywas recovered and therefore
no deep holes were drilled,;

= Collected samples were labeled with each samptegdabeled three times;

= Prior to analyses, samples; and

= For some proposed sampling points, the positions wieanged due to inaccessibility.

Analytical protocol

The first step in determining AP was to calculdte total sulfur percentage. The total sulfur
content was measured using Leco sulphur analysex.Ueco sulphur analyser, a sample is
combusted in a high temperature tube furnace auntpipure oxygen. The products of

combustion are passed through a moisture trapetsutiur IR cell where sulfur is measured

as sulfur dioxide. Using a calibration curve basadknown sulfur compounds, the measured

sulfur dioxide is converted to sulfur content peitweight of sample.

The obtained total sulfur value is multiplied byetmolecular weight of calcium carbonate
divided by its atomic weight according to a methm@posed by Sobek, Equation 3.1.
According to Sobelket.al (1978), 3.125 g of CaCe@is capable of neutralizing the acid
produced from 1 g of sulphur (S), in the form oSfehence the amount of potential acidity
in 1000 tons of overburden could be calculated Ijtiplying the percent S by 31.25. This

argument is based on the equation below (Kaniag)199

FeS +2CaCQ; + 3.75Q + 1.5H,0 —»Fe(OH) + 2SQ? + 2Ca? + CO,

12¢



Step 5: Identifying the potential sources of unceginty
This section discusses the various factors whialidchave contributed to the uncertainty

associated with the measurand.

Sampling

Sources of uncertainty associated with samplinmdethe following:

a) Inconsistency of the sampling strategyThe sampling strategy used when collecting
samples introduced certain amount of bias. Injtialimerous sampling point were planned
but these were changed due to inaccessibility ofiesof the tailings dams hence they
sampling technicians ended up, collecting samglesn areas which were accessible only.
Sampling of accessible areas violates the maincipten of correct sampling which

recommends equal selection opportunity for materainits occurring within the target.

b) Heterogeneity (constitutional and distribution): This is the major source of
measurement uncertainty. The effect of this sonatebe displayed by variations in terms of
the observable analyte concentration among sangulected from different points of a
sampling target. Heterogeneity results from the faat the distribution of elements in a

sampling target is not uniform but varies.

c) Limited number of samples collectedIn other dams, very few samples were collected

which resulted in high uncertainty values for sdeims.

d) Sample compositing: As stated in Chapter 4, samples were composited ez

composite sample was made up of several increméess.samples were then extracted from
these for laboratory analysis. Although a good ficac sample compositing may result in
sample dilution, in which an individual incremenittwa high analyte concentration is

combined with an increment with a low analyte cariaion resulting in false test results.

e) Sample collection toolThe Dutch auger used for collection introduced rdag@ amount

of error. According to the rule of thumb for samglj “all the constituents of a lot to be
sampled must be given an equal probability of beselgcted and preserved as part of the
sample” (Pitard, 2005, pp. 56). This rule was \tiediaby the tools used for sampling since the
instrument failed to penetrate a depth greater thameters which meant that the material

occurring above this depth could not be sampled.
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Analysis including sample preparation
In addition to the effects of mass, temperaturel ealibration of Leco analyser, the AP
measurement result has an uncertainty contribymsibly resulting from:

* Incomplete combustion of the sample in Leco Analygieich gives an underestimate
of the total sulfur content;

« Formation of sulphur dioxide and trioxide: The fatmn of Sulphur dioxide and
sulphur trioxide during combustion results in ina@ate and imprecise results in
measuring the total sulphur concentration;

* The molar mass of calcium carbonate Cg@@d atomic weight of sulphur. The
uncertainty associated with atomic weight of themednts involved in the calculation
of AP is listed in Table 5.2; and

» Mass measurements for CagCd@epend on the calibration of the balance usedtzand

effects of resolution.

Table 5.2: Atomic weight and their associated uncéainty (IUPAC, 2006)

Element Atomic weight Quoted uncertainty®
Ca 40.078 +0.004

C 12.0107 +0.0008

0] 15.9994 +0.0003

S 32.065 +0.0005

Various sources of uncertainty are highlightedhe tause and effect diagram illustrated in

Figure 5-2 below.

Calibration Total sulphur

\ \-—— Mass
AP
«——Heterogeneity atomic weights
Sampling strategy—» 4—— samptiogl

Sampling CaCQ@

Figure 5-2: Cause and effect diagram for Acid Poteral

10 The tabulated value should be applicable to ampnabmaterial. Note that for some geological specinthe
uncertainty may exceed the stated uncertainty @lieAC, 2006)
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Step 6: Quantifying Uncertainty
The aim of this step is to quantify uncertainty re@s. It should be noted that due to limited
information, the size of some sources of unceraméntioned in the previous section will

not be estimated.

a. Variation between locations (effect of heterogeity)

Samples taken from different parts of the samptarget exhibit variations in terms of the

mean concentration values of acid producing elespestiown in Appendix D. As stated

previously, the sampling target for the case stodgsists of 7 dams. Within each dam,
several increments from different points of the daere combined resulting in numerous
composite samples. These composite samples waatedrend analysed separately. For
example, the composite sample with the ID A-1S &lenup of 5 increments, Appendices C
and D.

The mean of the single results constitutes the omeagent result in agreement with the
specification of the measurand, for dam A thelfllB measurement value is derived from
the average the results for composite samplesS AA12D, A-3S, A-4S, A-5S, A-6S and A-

7S. The calculation procedure is true for all & seven dams within the arga.

Since the measurement results for each dam is lmmsaderaging all obtained sample values
obtained as illustrated in the accompanying geodatwndatabase, standard uncertainty
associated with each dam’s measurement resulkeisfore calculated using Equation 3.1.

The results are listed in Table 5.3.

1 Calculations were carried out in Excel workbookampanying this document.
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Table 5.3: Descriptive statistics and standard urertainties for AP measurement

Standard
DIEm Mean [S)tandgrd Sample Size uncertainty
eviation
Ugdam)(Kg/t)
A 15.64 1.4 7 0.53
B 16.1f | 4.1¢ 7 1.57
C 14.03 1.24 5 0.55
D 17.2¢ | 1.14 5 0.51
F 12.42 1.37 4 0.97
M 21.98 | 4.21 3 2.43
N 22,2 | 1.7¢ 6 0.6%
Combined standarduncertainty 3.25
Thus the uncertainty contribution from the effeot teeterogeneity in AP measurements =
3.25 kalt.

b. Molar mass of CaCQ

Another source of uncertainty that could be idésdifis contribution from the molar weights
of the various elements Ca, C, O and S. The stdndacertainties were calculated by
dividing the quoted uncertainty b{ (rectangular distribution). The results are listed@able
5.4.

Table 5.4:; Standard uncertainties for Ca, C and O

Elements Atomic weight | Quoted uncertainty | Standarduncertainty
Ca 40.078 +0.004 0.00231
C 12.0107 +0.0008 0.00046
O 15.9994 +0.0003 0.00017

Combined standard uncertainty u. (CaCO3)

0.00236kg/t

Step 7: Combined uncertainties for AP

The combined uncertainty can be achieved by vagiadiclition of the standard uncertainties

from the various factors as below:

Ucap) = V0.532 +1.572 + 0.55%2 + 0.51%2 + 0.972 + 2.432 + 0.652 = 3.25kg/t




The contribution from the atomic weight is minor evhcompared with that of variations
between locations and it is therefore discartekults are illustrated in Table 5.5.

Table 5.5: Combined uncertainty from AP measuremerg West Wits tailing Dams

Dam Mean | Standard Sample Size Standard
ID (kg/t) | Deviation uncertainty (kg/t)
A 15.6¢ 1.4C 7 0.5
B 16.15 4.16 I 1.57
C 14.94 1.24 5 0.55
D 17.25¢ 1.14 5 0.51
F 12.42 1.68 3 0.97
M 21.98 4.21 3 2.43
N 21.75 1.45 5 0.65

U. (between
17.16 Location) 3.25

Step 8: Calculation of the expanded uncertainty
Expanded uncertainty is Ucap) is obtained by multiplying the combined standard
uncertainty with the coverage factor of k = 1.9gpf@ximately 95% confidence level).

The expanded uncertainty is:

Uspp =1.96 x3.25kg/t =6.7kg/t

Step 9: Reporting the result

The AP measurements for The West Wits tailings is

17.16 £ 6.70 kg/tat 95% confidence level

The value 17.16 represents the mean of all severs.dahe results above, show that the true
concentration of AP elements lies somewhere betW8e6 and 23.66 kg/t.

Contribution of various dams is summarised by Fagai3 below.
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Standard uncertainty (Var between Locations) AP West Wits tailing

= 2.00
2
Z 200
=
® 100
1]
% 0.00 : : : : : :
A B C D F I N

Dam

Figure 5-3: Standard uncertainty contributions for AP measurements

5.2.2 EXAMPLE 2: NEUTRALISATION POTENTIAL (NP)

Step 1: Definition of the purpose of NP determinatin

Neutralization Potential is another important meesient carried out in ABA. The main aim
of undertaking NP measurements was to assess thanaraf acid neutralizing elements
present within the tailings. That is assessing ahmunt of chemical elements capable of
neutralizing acid producing elements. Acid neutialy elements include carbonate minerals
such as calcite and dolomite. When their conceatras larger than that of AP elements then

the risk of AMD is minimal.

Step 2: Definition of the sampling target

The targets are tailing dams occurring in the We#g$ mining area. The place is made up of
three tailings dams namely: The Old North tailiegsmplex, the New North tailings complex
and the South tailings complex. The Old north nggi complex covers an area of 108ha
containing an estimated 24.12%°1®° of tailings. The complex consists of six dams fout
this study only information of dam F was provid@tie New north complex has 4 dams, A,
B, C, and D occupying an area of 237 ha. The Swilihgs complex consists of 2 dams, M

and N. Both dams occupy an area of 125ha.

Step 3: Specification of the measurand
The measurand is the neutralization potential bihgs within West Wits area. NP can be

expressed by the following equation:



soalx(2)s]

c

NP =

Where:-

a is the normality of HCI added in digestion,

b is the normality of NaOH used in the titration,

c is the mass of sample in grams,

X is the volume of HCI added in ml and

y is the volume of NaOH added in titration.

Step 4: Description of the sampling and analysis ptocols

This step requires the analyst to give a detailatine of the sampling and analytical

procedure followed during measurement.

Sampling protocol

The sampling protocol adopted was discussed in StdExample 1.

Analytical protocol

The analytical protocol used is based on the metlogg for NP measurement by Sobetk

al., (1978).The procedure is outlined below.

1.
2.

Place approximately 0.5g of sample (less than 6€hjnen a piece of aluminum foil.
Add one or two drops of 1:3 HCI to the sample. Enes of CaC®is indicated by the
bubbling or audible fizz

Rate the fizz in step 2 as shown in Table 6.5. ®bgective of the fizz test is to
provide sufficient acid to complete the reactiothwthe acid.

Weigh 2.0g = 0.1g of sample into a 250ml beaker.

5. Add HCI as indicated in Table 5.6.

6. Heat nearly to boiling point, mixing occasionallgtil reaction is complete. Reaction

is complete when all the gas (g®as evolved.

. Bring the volume to 125ml by adding distilled water

Heat the contents of the beaker to boiling poinfoninute. Let it cool.

. Titrate using 0.1N NaOH and pH meter to pH 7.00.

10.Calculate NP.
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Table 5.6: Fizz ratings (Sobelet al, 1978)

HCI
Fizz rating ML Normality
None 20 0.1
Slight 40 0.1
Moderate 40 0.5
Strong 8Q 0.t

Step 5: Identification of the potential sources ofincertainty
The aim of this step is to list all the possibleses of uncertainty for each of the parameters

that affect the value of the measurand. A causeeffedt diagram is also included.

Sampling
Sources of uncertainty associated with samplinfudethe sampling strategy, heterogeneity
of the target, sample compositing, and use of talslé sampling tools. These sources were

discussed in detailed in Example 1 under Step 5.

Analysis - including sample preparation:

a) Sample effect

During acid digestion, some minerals that co-ewigh acid neutralizing elements may be
digested at the same time as the carbonate minertaidering with the whole analysis
process. For example Kania (1998) found that tleseamce of siderite (FeGOwithin the
sample to be analysed may increase acidity and sniakigficult to hold the final end point

of titration.

b) Mass Measurement
Assuming the measurements were carried out usiaged scale with an accuracy of +04g
common sources of uncertainty associated with usiagneasurement instrument include:
* Repeatability,
» Digital resolution (readability), and

» Sensitivity and linearity of the balance.

c) Volume measurements

The volume measurements are subject to three magartainty sources. These are:

2 Most scales have an accuracy of +-0.1g.
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a) Variations in filling and reading the volume,

b) Uncertainty in the certified internal volume of theaker used, and

c) Variation of the beaker and solution temperatucenfithe temperature at which the

volume of the beaker was calibrated.

In addition to the above stated factors affectiofume, the volume of NaOH for titration

suffers from the uncertainty related to detectiberal point for the titration process.

d) Molar Mass

NaOH and HCI have an uncertainty associated wir tielative atomic masses. These are
listed in Table 5.7.

Table 5.7: Atomic weights and their associated uncginty

Quoted
Elements Atomic weight uncertainty Standard uncertainty
(IUPAC, 2006)

Na 22.98976928 +0.00000002 1.1547E-08

O 15.9994 +0.0003 0.00017

H 1.00794 +0.00007 4.04145E-05
Cl 35.453 +0.002 0.001155

H 1.00794 +0.00007 4.041451-05

e) Normality of NaOH

The volume of NaOH that is titrated has a normatit@.1 + 0.005.

Various sources of uncertainty are highlightedhie tause and effect diagram illustrated in

Figure 5-4 below.

Step 6: Quantifying uncertainty sources

a. Variation NP between locations (Effect of Hetergeneity)

Samples taken from different locations of the damsw variation in terms of NP values as
shown in Appendix D. The standard uncertainty efitieasurement results (mean value) are

calculated from Equation 3.1. Results locationdiated in Table 5.8.
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a (nor of HCI) b (nor of NaOH) x (HCl vol)
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of HCI volume volume <« temperature
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C (sample mags y (NaOH vol)

Figure 5-4: Cause and effect diagram for uncertaint components for NP

Table 5.8: Standard uncertainties for NP measuremeén

Dam Mean Standgrd Sample Size Standa_lrd
ID Deviation uncertainty
A 5.5(C 1.1¢ 7 0.44
B 5.54 2.52 7 0.95
C 5.9¢ 1.7¢ 5 0.7¢
D 6.15 1.94 5 0.87
F 6.30 0.92 3 0.53
M 9.4z 1.2¢ 3 0.71
N 8.30 1.34 5 0.60
6.74
Uc (between
Location) 1.90

b. Molar Masses of NaOH and HCI
The standard uncertainties associated with molasasof the NaOH and HCI are calculated

using the rectangular distribution (Equation 5.1p other information was given with
reference to the atomic masses.

a
u(a)=s=\/—§ 3.6

The standard uncertainties are listed in Table 5.9.
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Table 5.9: Standard uncertainties associated with olar weights

Elements Standard uncertainty , Wnm)
Na 1.1547E-08
0 0.0001°
H 4.04145[-05
Cl 0.001155
H 4.04145E-05
Combined uncertainty (U mm) \.1547E-08°+0.0001“+4.04145-
05+0.001155+ 4.04145E-05=
0.001168842

c. Uncertainty of the laboratory glassware used
A volumetric beaker of 125ml was used during thelysis. Research of literature indicates
that a 125ml beaker usually has an accuracy of aBBich is 0.05ml.The standard

uncertainty associated with the beaker is therefore

U, = 0.05/4/3 = 0.03ml

d. Normality of NaOH
Because there is no additional information abdwe tincertainty value, a rectangular

distribution is assumed. The uncertainty associaiddNaOH normality is:

WUnormatity = 0.005 /3 =0.002

e. Mass Measurement of the sample

The uncertainty associated with weighing 2.0g efsample is

Upmass = 0.1/V/3 =0.06g

A rectangular distribution was assumed.

Step 7: Calculate the combined uncertainty

The combined uncertainty is calculated as below:

Uc(NP) = \/uc(mm)2 + u(vol)2 + u(mass)2 + u(normality)2 + uc (btwn Loc)2
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U (vpy = /1.902 +0.032 + 0.062 =1.90 kg/t

Therefore the combined uncertaintyNP) for NP West Wits measurementd.i90 kg/t.
The contribution to uncertainty from molar mass ammality are negligible therefore
ignored.

Step 8:Calculating the expanded uncertainty
The expanded uncertainty Ugp) is obtained by multiplying the combined standard

uncertainty with the coverage factor of k= 1.96pf@aximately 95% confidence level).

The expanded uncertainty (Table 5.10) is
Usp=1.96 x1.90 kg/t =3.72 kg/t

Table 5.10: Expanded uncertainty for NP measuremestWest Wits tailings

Dam Mean Standard Samole Size Standard
ID Deviation b uncertainty

A 5.50 1.16 7 0.44

B 5.54 2.52 7 0.95

C 5.9¢ 1.7: 5 0.7¢

D 6.15 1.94 5 0.87

F 6.3( 0.92 3 0.5

M 9.42 1.23 3 0.71

N 8.30 1.34 5 0.60
Uc (btwn
Loc) 1.90
uc (Vol) 0.03
Uc (mass) 0.06
uc (NP) 1.90
U 3.72

Reporting the result
Thus the amount of Neutralizing Potential within 8/&/its tailing dams is
6.74 + 3.72 kgt
Where the stated uncertainty is calculated usiogvarage factor of 1.96 (95% confidence
interval), 6.74 is the mean of all dams.

Figure 5-5 is a plot of uncertainties of variousnda
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Standard uncertainty for NP measurements
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Figure 5-5: Standard uncertainty contribution for NP measurements

5.2.3 EXAMPLE 3: PASTE pH MEASUREMENTS
Ophardt (2003) defines pH as the negative logaritfitie hydrogen ion concentration. It is
measured on a pH scale containing values rangorg @ to 14. On the pH scale, a reading

above 7 indicates alkalinity and below 7 is ancgatibn of acidity (Table 5.11).

Table 5.11: pH scale

pH <7 Acidic
pH =7 Neutra
pH >7 Basic

For example the concentration of i a solution is 18 the pH is 3, acidic

Step 1: Defining the purpose of pH determination

The main aim for measuring the pH was to deterrttireconcentration of hydrogen ion$,H

in the tailings within the target area. If the hydilum ion concentration exceeds that of the
hydroxide ion concentration the material is saidb&acidic. The reverse is true for basic
materials which have a pH of above 7 &l@5The value obtained will be used in conjunction

with AP and NP to assess and make a conclusiomdiegathe ARD potential generation of
mine tailings.

13¢€



Step 2: Definition of the sampling target

The targets are tailing dams occurring in the Weg$ mining area. This area is made up of
three tailings dams namely The Old North tailingmplex, The New North tailings complex
and The South tailings complex. The Old north ngdi complex occupies an area of 108 ha
containing an estimated 24.12%°1®° of tailings. The complex consists of six dams fout
this study only information on dam F was providédde New north complex has 4 dams, A,
B, C, and D occupying an area of 237 ha. The Stailihgs complex consists of 2 dams, M

and N. Both dams occupy an area of 125ha.

Step 3:Specification of the measurand
The measurand is the concentration of the amoumyarfogen ions (A in mine tailings.

pH is equal to the negative log of HEquation 5.1 (Prichard, 2003).

pH = —log pay, 5.1

Step 4: Description of the sampling and analysis ptocols followed
The aim of this step is to discuss the measureprecedure in paste pH.

Sampling protocol
The sampling protocol followed was discussed ip Stef Example 1.

Analytical protocol
The analytical procedure used is based on the midtiromeasuring paste pH suggested by
Sobeket.al, 1978.The steps can be summarised as below:
» The pH meter is calibrated for test temperaturagupH buffer solutions and standard
procedures according to meter instructions.
» 10.0 g of sample is weighed into a beaker and appidely 5 ml of distilled water is
added to sample.
* The sample is stirred with a spatula to form thaiste, adding more water or sample
to keep sample at saturation point. Paste shostdsjide off spatula easily.
* pH electrode is carefully placed into paste and enalvout to ensure contact between
paste and electrode. Care must be exercised tal @amgiact and scratching of

electrode.



» Record the pH of the paste.

The procedures are summarised in Figure 5-6:

Calibrate pH meter

A 4
Weighing the
sample

A 4

Add distilled water

A 4
Measure pH

Figure 5-6: Procedures involved in pH measurement

Step 5: ldentifying potential sources of uncertaity

a. Sampling

Sources of uncertainty associated with samplinydethe sampling strategy, heterogeneity,
sample compositing and sampling tools used. Theceswere discussed in detail under Step

5 of Example 1.

b. Analysis including sample preparation
Most uncertainty sources for pH result are linkeghtd meter which is used for in obtaining
the measurement. Potential sources of uncertaiotyde:
a. Soluble salts: The presence of neutral salts affpkt readings by influencing ionic
activities and in turn gives rise to activity esor

b. Uncertainty of the certified pH values for standbutfer solution.
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f.

g.

Drifting: Drifting of the pH reading occurs if thglass electrode is insufficiently
cleaned between samples. It also occurs when daigstarption of Cefrom the air or
alkali is leached from the glass.

Buffer solution: if the buffer solution does nave the exact pH value attributed to
it, all the readings on the pH meter will be incerby the amount by which the pH of
the buffer differs from its reputed value.

Temperature: The temperature at which the pH measemt is carried out may differ
from the temperature at which the pH value for stendard buffer is valid. This
usually results in a larger uncertainty contribatfoom temperature.

Reading the meter: figures may be rounded off

The pH meter only gives an accurate measuremesbfations between -5 and°€0

In addition, other contributing uncertainty sourcedude:

The mass of the sample- factors contributing toewainty are listed in step 6 of
example 1.
The volume of the distilled water and sample comdiin the beaker is subject

uncertainty sources as listed in step 5 of Exar@ple

These sources are listed in Figure 5-7.

Temperature Time
g > pH
filing___» calibration
calibratio drift
<+—ound off
Mass (sample) \Yoie Instrument

Figure 5-7: Cause and effect diagram for pH measuraents



Step 6: Quantifying uncertainty components

Analysis

The uncertainty contribution from analysis was foun be 0.15. Therefore the standard
uncertainty is:

uc (analysis) = 0.15
Variations of pH between locations due to the efféof heterogeneity
The effect of heterogeneity was discussed in detader step 5 of example 1.Results
showing the standard uncertainties resulting froamiations between locations due to

heterogeneity are listed in Table 5.12.

Table 5.12: Standard uncertainties for the tailingdams

Dam Standard Standard

ID Mean | Deviation | Sample Size | uncertainty

A 8.32 0.1f 7 0.0¢

B 8.51 0.18 7 0.07

C 8.31 0.21 5 0.09

D 8.50 0.25 5 0.11

F 8.50 0.07 3 0.04

M 8.22 0.2¢ 3 0.1<

N 8.42 0.27 5 0.12
Uc (btw Loc) 0.25

Step 7: Calculating the combined uncertainty
The combined uncertainty associated with pH measenés is:

u, (pH) = V0.252 + 0.152 = 0.29

The spread sheet calculations are listed in Talig 5
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Table 5.13: Combined uncertainty for pH measuremerst.

Dam Standard Standard

ID Mean | Deviation | Sample Size | uncertainty

A 8.32 0.15 7 0.06

B 8.51 0.1¢ 7 0.07

C 8.31 0.21 5 0.09

D 8.5( 0.2 5 0.11

F 8.50 0.07 3 0.04

M 8.22 0.24 3 0.14

N 8.42 0.27 5 0.12

8.40 U (btw Loc) 0.25

Uc (analysis) 0.15
Uc (pH) 0.29

Step 8: Calculating the expanded uncertainty
Expanded uncertainty (Table, 5.14) is calculatedrltiplying the combined uncertainty
value by a coverage factor of k =1.96;

U.(pH) =1.96 x0.29 = 0.57

Table 5.14: Expanded uncertainty for pH measuremeist

Dam Mean Standard Samole Size Standard
ID Deviation P uncertainty
A 8.32 0.1f 7 0.0¢€
B 8.51 0.18 7 0.07
C 8.31 0.21 5 0.0¢
D 8.50 0.25 5 0.11
F 8.50 0.07 3 0.04
M 8.22 0.24 3 0.14
N 8.42 0.27 5 0.12
8.40 uUc (btw Loc) 0.25
Uc (analysis) 0.15
Uc (pH) 0.30
U(pH) 0.57
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Step 9: Reporting the result
Thus the pH (>7) for West Wits tailings is:

8.40 £ 0.57 (95% confidence interval)

Where the stated uncertainty is calculated usiogvarage factor of 1.96.

Uncertainties in pH measurements are displayedguar€é 5-8 below:

0.16 -
0.14

Uncertanities in pH measurements;West Wits tailing dam

0.12

0.1 ~
0.08

uncertainty

0.06

0.04 -
0.02 +—

0

A B C D

F

component

N

Analysis

Figure 5-8: Uncertainties in pH measurements

5.3 SUMMARY

The chapter outlined the application of the methogyp of sample size determination and a

methodology of quantifying uncertainties in geoclehsampling and analyses discussed in

Chapter 3. The parameters of ABA, acid potentialtralising potential and paste pH from

the case study of AngloGold Ashanti Mine, presemte@hapter 4 were used as example of

how the methods can be applied. Calculations wemeied out in Excel spread sheet

accompanying this document. The observable trenisinvthese obtained results are

discussed in subsequent chapter.
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CHAPTER 6: DISCUSSION, CONCLUSION AND
RECOMMENDATIONS

6.0 INTRODUCTION

This chapter presents discussion of the findings tbé study, conclusions and
recommendations.. The chapter sets out to invéstiffancertainty in geochemical sampling
and analyses can be quantified as a function opkagize and analyses. Although this study
was carried out under limited time frame and resesisome trends were observed and hence

some conclusions were reached.

6.1 DISCUSSION

6.1.1 SAMPLE SIZE DETERMINATION

Chapter 4 outlined the statistical analysis tecmidor sample size determination. The
principle behind this technique is that “the siZestudy sample is critical to producing
meaningful results” (Germishuye, Yibas, and Pulk&9?2).
The approach is based on two main assumptions hvene
(1) It is assumed that the selection of samples isoranand unbiased; and
(i) The parameters used to calculate sample size aemads to be normally
distributed.

These conditions should be met before the appticadf the method

In order to determine a representative sample s&eg the approach, knowledge of the
distribution of the variables is required. Additidrfactors on which sample size depend on
include purpose of the study, confidence interspfead of the population, homogeneity and
the estimation error, among other important factBeslure to recognize the impact of these

factors on sample size may lead to poor resultshende poor decisions.
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Adoption of the approach requires a good estimétthe variability and acceptable error.
Unfortunately, there is no way of knowing for stn@v variable the population is until after a

study has been carried out (Townend, 2002). Tlignmation can be acquired from:

(i) Previous research of similar nature

If for example, paste pH has been used for geodamesearch of a given mine
residue deposit and the research was succes#stdhdard deviation value could be
calculated from the data used in that specificarge This can be justified by the fact
that similar populations may differ in their medma they may differ slightly in terms
of spread (standard deviation) (Chou, 1989).Thismiesaoncept may be used to
estimate acceptable error. However it should badar mind that the distributions of
variables for example mine residue deposits is @by complex geochemical and
other factors inherent to that specific geologeatl mining environment hence they
vary.

(i) Double sampling

Double sampling involves sampling in phases. Reslftained from the first phase,
mean, variance or standard deviation are used terrdime the sample size for the
next phase.

(i) Use pilot study results

If no information about the population to be studie available, a preliminary or pilot
study can be carried out. A pilot study aids irabbshing procedures, understanding
and protecting against things that can go wrongl #nobtain variable estimates

needed in determining sample size.

6.1.1.1 Interpretation of results

The results of the exercise indicate a positiveetation between sample size and sample
standard deviation. As the population variabilitgpresented sample standard deviation s
increases, sample size n follows suit. This effm be demonstrated by comparison of
Neutralization Potential (NP) results for populatia to NP results for population B. Close
examination of the NP measurement results for @ijmunl A and B shows that results for
population A vary significantly from population EBuch variations in NP measurements
results may be attributed to un-uniform distribotimf neutralizing elements in population A

than in population B. Therefore a large sample sias required for population A in order to
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capture all patterns existing in the target araahk case of population B which exhibited

uniformity in terms of the distribution of neutrziihg elements, fewer samples were required.

The results also highlight an exponential relatimdetween sample size (n) and acceptable
error (d). The impact of estimation error on sangi® can be demonstrated by taking AP
results for population A. By selecting measuremaesults at random to create different
sample sizes and calculating error associated e@th as illustrated in Table 6.1, it can be
seen that a low acceptable or estimation errosss@ated with large sample size. Figure 6-1
illustrates this relationship. The observable treamdhis figure is, as d value gets smaller,

sample size increases significantly.

Table 6.1: Relationship between Sample size and Enr

Sample size Mean (m) Standard Error (d)
(n) (kaft) deviation (s) (kglt)
12 6.8 2.8 2.2
10 7.4 2.7 2.3
9 6.7 2.9 2.8
6 6.3 3.0 3.6
3 7.1 2.9 5.0

The results from Chapter 5 also highlight the pesitorrelation between sample size and
confidence level. Any increase in confidence laegjuires that more samples are collected.
The problem with this is that an increase in samspe entails high expenditure. Therefore a
tradeoff among the competing factors must be reficdred one needs to work out the degree

of confidence and acceptable error that they allengito accept.

Based on the results above, for population A, 3dpes are acceptable for AP and 24
samples are acceptable for NP; for population Bsamples is acceptable for AP and 25
samples is acceptable for NP. However, accordirmytaninimum sample constraint, at least

30 samples for each population should be collected.
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Relationship between sample size and error
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Figure 6-1: Relationship between sample size andrer

6.1.1.2 Methods of reducing the required samplezs

The relationship between sample size and the v@pauameters, on which it depends on can
be used as means of cutting on the required sasig#deand therefore cost. For example one
may increase the allowable or acceptable errorrderoto minimize the number samples

require and therefore cost. One major risk assettiatith increasing acceptable sampling

error is the possibly of reducing the quality afutts and representativity which may lead to

poor decisions.

Decreasing material variability within populatioribg sampled is another method that can
be adopted in order to reduce the required numbsamples. Methods that can be adopted
include sample compositing. Mason (1992) recommea#ig a large number of small

increments and combining them to form a single awsiip sample which is submitted to the

laboratory for analysis.

The use of parameters derived from a previous stdidymilar nature is an effective means
of minimizing the required sample size. One may tiestandard deviation or acceptable
error from a previous research, which is equivatentising the same value of n to conduct
the similar research. It must be borne in mind thataccuracy of sample size calculation

relies heavily on the accuracy of estimates ofpdm@meters used in the calculation.
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6.1.2 QUANTIFYING UNCERTAINTY

The methodology for quantifying uncertainty disadsin Chapter 5 follows existing
methods for quantifying uncertainty. Such methodslude those proposed by ISO,
EURACHEM, UKAS and NIST, among other institutioridie approach uses a predefined
model, which identifies each potential source otartainty, making estimates of each
component, and sums them in order to make an é¢vestmate of uncertainty. Prior to
combining uncertainty sources, sources are firaveded to standard uncertainty (standard
deviation) and then combined using the laws of uag®y propagation. Unlike other
techniques which use complicated procedures irmasitig uncertainty, the methodology
uses easy to follow steps for estimating measuremnecertainty. Furthermore, it employs

simple statistical applications which are simpleomnprehend.

The ability to identify individual uncertainty cormpents and quantify their contribution
facilitates comparisons and determination of theeutainty component with the largest
contribution to the overall uncertainty. Based &is tinformation, investigations can be
carried out to determine the main cause and measuey be put in place to prevent
recurrences. In addition, such assessments maytéetite development of new methods

designed to minimize uncertainty.

6.1.2.1 Can uncertainty be quantified as a fution of sample size and analyses?

This section interrogates if uncertainty can bengjfiad as function of sample size and
analyses. As demonstrated by in Equation 2.5,aioekhip exists between uncertainty and
sample size. This relationship as previously statéde preceding chapters is exponential; an
increase in either sample size or uncertainty lisvi@d by a decrease of another parameter.

This relationship can be illustrated by the follogiexamples:

As an illustration, Acid Potential uncertainty rssifor West Wits tailing dams (Figure 6-2)
shows that dam M has the largest standard uncerteslue compared to the rest of the
dams. The dam contributed 34% towards the overaiedainty as illustrated in below. Dam
B trails behind, contributing only 22% toward oMerancertainty. Together, the two dams
contributed more than 50% towards the overall uaggy. On the other hand, dam A and D
contributed 7% each.
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AP uncertainty contributions :We st Wits tailings
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Figure 6-2: AP uncertainty: West Wits tailings

Such variation in uncertainty contribution from skedams is attributed to the differences in
sample sizes. Dams A, C, D and N with sample Sizés 5 and 6 have uncertainty values of

+/-0.61 which is generally lower than uncertaingues for Dams F and M with sample sizes
of less than 5.

Based on this relationship one has to quadruplgkasize in order to reduce uncertainty by
a factor of twogeteris paribusThis can be illustrated as follows:

Standard deviation for dam M =4.21

If the initial 3 sample (sample size) are multigliey 4 (quadrupling the sample size) a new
sample size of 12 obtained.

Therefore standard uncertainty; is:

s _a21_
Uy = —= ——=1.
M= n Viz

This trend is also visible in pH results for Wesit8V Figure 6-3 highlights the sample size
and standard uncertainty plot for pH values fromstY\&its tailings dams. A comparison of
dam A, B, C and F results with dam M supports tlkpoeential relationship. A high
uncertainty value is associated with small samigie. s
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Sample size vs Uncertainty for pHmeasurements:West Wits tailings dam

O Standard uncertainty
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Figure 6-3: Sample size and uncertainty for pH measements West Wits
In addition if the original sample values listedAppendix D are selected at random to form
several sample sizes as shown in Table 6.2, tleeilesibns show a remarkable decrease in

uncertainty value with increase in sample size.

Table 6.2: Change in uncertainty at varying sampleizes

Sample size (n) Standard dev (s)| Uncertainty (uy)
35 0.21 0.04
28 0.23 0.04
18 0.22 0.05
13 0.22 0.06
9 0.26 0.09
6 0.30 0.12
3 0.28 0.16

Plotting the two variables against each other, tag#y against sample size produces a

graph that gradually decreases as that numbengflea increases, Figure 6-4.

It is therefore evident that a lower uncertaintjueas associated with large sample sizes. The
reason behind the association is that, as the sasm® increases the value of the estimates
moves closer to the actual value, based on theatdinmtit theorem. Although it is difficult to
tell with certainty whether the actual value lieghmn the stated range, the equation for
determining uncertainty above, Equation 2.5, presiat least 68% chance that the actual
concentration value lies somewhere within the &ijga range. “Even if the true value lies

outside this range, it will probably not be farside” (Townend, 2002).
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Uncertainty vs Sample size
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Figure 6-4: Uncertainty vs. Sample size

On the contrary, the Neutralizing Potential for W&%gits dams disobeys the trend. A
comparison of dam B and dam F shows that, althdabglsample size for dam B is larger
than dam F, dam B has a larger uncertainty valiguf€ 6-5). These uncertainty results
indicated a different trend independent of the kmaelationship between sample size and

uncertainty. Such a trend can be explained in t&fnsglection bias as well as heterogeneity.

Sample size vs. standard uncertainty: AP West Witkiling dams
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Figure 6-5: Sample size and standard uncertainty foNP measurements
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Figure 6-6: pH-uncertainty component contributions

Figure 6-6 shows various uncertainty contributidéms pH results, West Wits. The figure
indicates a 19% contribution to uncertainty fromalgsis. This percentage is significantly
smaller compared to the contributions from soutladsed to sampling which have a total
contribution of 81%. In the case of AP and NP ofsfW¥its uncertainty contribution from

analysis was extremely low hence they were deemsdriificant.

While both sample size and analysis are cruciaesgn geochemical measurement process
and contribute to uncertainty, from the resultsvahat is evident that it is not sufficient to
quantify uncertainty solely based on the effecsarhple size and analyses alone. This shows
that uncertainty in geochemical investigations nteiiplay of many factors and therefore
cannot be quantified solely based sample sizeadtition to the effect of sample size other
effecting factors associated with sampling for egbmm heterogeneity, poor sample
preparation and flaws in the analytical procedureusd also be considered and their effect

acknowledged, thus Taylor, (1996) stated:

“The total uncertainty is the sum of the contribas from random uncertainty and
systematic uncertainty. Taking more samples cancedhe random uncertainty but
not the systematic component of uncertainty whindependent of the number of
samples. The total uncertainty includes not onlp@ang uncertainty but also other
types of uncertainty.”
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As highlighted in Chapter 2, the measurement pdesgeochemical investigations is a
multifaceted process hence all processes involvest tve considered as potential uncertainty

sources.

6.2 CONCLUSIONS

Chapter 3 provided practical methods for samples sietermination and quantifying
uncertainties in geochemical sampling and analgs®s their applicability. This section

outlines the conclusions reached and challengesifac

6.2.1 SAMPLE SIZE DETERMINATION

» Sample size determination is dependent on, theogerpf the study, cost, acceptable
error (risk that one is willing to accept), varidtyi of the population (standard
deviation) and confidence level required.

* An understanding of the geology as-well as theribistion of pollutants is crucial in
geochemical investigation for ERA.

* The sample size chosen determines the accuracyegmesentativity of the results
and hence decision making. In order to achieve hrgleision of our estimate, a large
sample size is required.

» Various parameter or variables required in calaugpsample size n, Equation 3.1
may be derived from either historic datasets odaooting pilot study.

» Use of information from a previous study of simitature is crucial especially when
background information of the population to be sdds not available.

» A large sample size is required for a heterogenematsrial, while fewer samples are

need for homogeneous material.
6.2.2 QUANTIFYING UNCERTAINTY
Conclusions reached are as follows:
= Both sampling and analyses contributed to the diveraertainty associated with

geochemical measurements for ERA. It is therefoteial to consider all process

carried during geochemical measurement as potemtedrtainty source;
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The results also demonstrated the dominant comimibwf sampling and related
factors toward overall uncertainty;

Uncertainties in geochemical measurement geneiddlgrease with increases in
sample size hence it can be concluded that unogrteéan be reduced by increasing
the sample size;

While there are many sources of uncertainty, hgteity of the material being
sampled remained the most significant source ofedamty as observed from
variation in the geochemical measurements for itfierdnt parameters measured,;

In addition it can be seen from the examples thateffect of material heterogeneity
cannot be reduced by increasing sample size asidhitgd by tailings dams which
had a large sample size but have high uncertaaityes;

No matter how carefully geological materials arested, homogenized, they always
vary and there is always uncertainty; and

Not all sources of uncertainty are quantifiablethAlgh some of these sources are
difficult to quantify and some insignificant, thedffect is nevertheless essential to

understand and control.

Uncertainties in geochemical measurements are uth@vle but can be minimised by the

following:

Implementing Quality assurance and quality controlprogram and adoption of
good sampling practices

The quality and reliability of geochemical studresult sorely depend on the quality
of field sampling and analytical procedures. A gea/QC program should be put in
place in order to minimize inconsistency and urasties in geochemical data. QC
samples, such as external standards, duplicateblankls, should be used in order to

monitor in the processes of the sampling and tlelyEmical analysis.

Good sampling and analysis practices such as the afs clean gloves,
decontamination of sampling devices and samplingagoers are important in order
to minimize contamination of the samples. Sampliaghniques such as random
sampling can be used to minimise sampling biaspdtr@alibration of analytical

instruments and sampling equipment is crucial.
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Increasing sample size

In ideal circumstances, an increase in sample wigeld lead to a decrease in
uncertainty. This is due to the fact that as theda size increases, the estimate of a
population parameter, for example sample mean, wilive closer to the true

population mean, thus increasing the precisionamoedracy of the estimate.

Decreasing the particle size
Another method of minimising uncertainty is to deage the particle size of the
sample. Decreasing the particle size of the satoplgrinding reduces the effect of

heterogeneity which in most cases if not dealt witiuld result in large uncertainty.

Use of equipment made from inert material

The equipment used during the measurement procagsintroduce errors through
cross contamination of the sample from the falitec équipment is made from. Such
contamination may occur during sample collectiomgsprvation, preparation
(grinding and milling) and analysis. In additiondecontamination of the equipment,
the use of equipment made from inert material iom@mended. Such materials

include glass, ceramics and stainless steel.

Sample compositing

One commonly used method for homogenization is $ampmpositing. Sample
compositing refers to the physical mixing of samspte form composites. It is an
effective way to reduce inter-sample variance cause the heterogeneity. Mixing
samples from different locations is also an effextneans of reducing cost since it is
only the composite sample that is analysed. Althoaggood practice, compositing
samples may result in loss of information and dafityi due to dilution of the
samples. Therefore great caution should be takeanwdeciding on whether to

composite samples or not.

Improving the sampling strategy
In order to improve the precision of the resultsaddition to increasing the sample
size, one may work towards improving the samplegiesStratified ensures proper

coverage unlike in simple random sampling wherepecific order is followed. This
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minimizes the chances of some portions of the talgeng missed or left un-
represented. The methods can also be combinedder @0 ensure coverage and

therefore sample representivity.

» Establishing the site history
The history of the site should be known beforeyeag out the investigations. This
involves having a list of all the previous actiggiincluding the processes done. Site
history may be obtained from previous work perfodnrethe area or local authorities
such as municipalities. Knowledge of the site mmstassists in determining the
suitable sampling design and strategy which in helps in obtaining representative

samples and therefore aids in the minimizationrafre and uncertainty.

* Improving quality of measurements
Since results obtained from geochemical samplinbearalyses are used for long term
prediction, it is important that measurements medée past be compatible with
those made in the future. This facilitates the naimg of changes in quality and
establishing whether the quality has improved deerated over time. In addition it
is also essential that a more reliable method ofiiging or storing data be put in

place in order to monitor quality.

6.2.3 CHALLENGES

One major drawback was lack of information and veses. This was mainly attributed to the
fact that the author did not undertake any prakctiaak to fully address the requirement of
the project. This is further exacerbated by limitédrature on the subject and lack of
appreciation the concept of “measurement unceytaiim the field of geology and

environmental sciences.
Identifying possible sources of uncertainty wasffcdlt task especially considering the fact

that the author was not involved in undertaking geechemical investigation discussed in

the case study information presented in Chapter 4.
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Although the author managed to identify possibleantainty sources for the three examples
given above, quantifying them was a challenge. Spotential sources of uncertainty were

identified and listed but were not further quaetifidue to limited information.

As previously stated, the project was generallyrtslzostudy of this nature required practical
work in order to make sound conclusions.

The assessment was general and more qualitatimegthentitative due to limited information
and resources. More data was required in ordercturately delineate the size of each

component contributing towards uncertainty.

6.3 RECOMMENDATIONS

This section provides recommendations. These cauinenarised as follows:

» Itis recommended that in order to actually expltee practicality and applicability of
the discussed method for uncertainty analysis aamdpke size determination, a
detailed study coupled with extensive field datection is required.

* Prior understanding of the concepts of geochernsaaipling and analyses for ERA as
well as sample size and uncertainty is necessagnvembarking on studies of this
nature.

» A study of this caliber require a proper samplind analyses plan specifying clearly
the objectives of the study and how sampling aradyses tasks will be executed. The
drafted plan should be accompanied by a QA/QC pragr

» Since the concept of measurement uncertainty isvedit known especially among
Geoscience practitioners as evidenced by limiteeldiure on this subject, more
research should be conducted in this field in otdedevelop a universally accepted
and user friendly method for quantifying uncertgiim geochemical investigations
and the Geoscience field in general.

* As indicated above, it is therefore crucial tha §ample planner seeks advice where
possible from experts such as statisticians, sagpkchnician, decision makers as
well as analytical chemist during the planning ghaithe project.

e It is recommended that either the combined standaackrtainty or an expanded

uncertainty be reported with every result obtaifitech a geochemical investigation in
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order to comply with requirements of ISO and otl@rounce bodies responsible for

standardising laboratory practices.
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APPENDICES

APPENDIX A: EPA SAMPLE SIZE DETERMINATION

NUMBER OF SAMPLES REQUIRED IN ONE SIDED ONE SAMPLE t-TEST TO
ACHIEVE MINIMUM DETECTABLE RELATIVE DIFFERENCE AT A
CONFIDENCE LEVE (1- o) AND POWER OF (1), (Barthet.al, 1989

Coefficient Power Confidence Minimum Detectable
of Level Relative Difference
Variation (%)
(%) (%) (%) | |
5 10 20 30 40
10 3 39 66 19 7 ] 4
95 45 13 5 3 3
90 36 10 3 2 2
80 26 7 2 2 1
90 99 k] 16 6 3 4
95 16 10 4 3 2
90 28 8 3 2 2
80 19 5 2 1 1
80 99 43 13 6 4 4
05 27 8 3 3 2
90 19 6 2 2 2
80 12 4 2 1 1
3 0% 5 133 39 12 7 5
95 99 26 8 5 3
90 78 21 6 3 3
80 57 15 4 2 2
90 ) 120 12 11 6 L
95 79 21 7 4 3
90 60 16 s 3 2
80 41 11 3 2 1
80 99 94 26 9 6 5
95 58 16 b} 3 3
90 42 11 4 2 2
80 26 7 2 2 1
20 33 %9 236 66 19 10 v
95 175 45 13 9 5
90 138 36 10 5 3
80 100 26 7 4 2__
90 3] 211 3 16 9 3
95 139 36 10 6 4
90 107 28 8 4 3
80 73 19 5 3 2
80 K] 164 43 13 8 6
95 101 27 8 5 3
90 73 19 6 3 2
80 46 12 4 2 2



Coefficient Power Confidence Minimum Detectable
of Level Relative Difference
Variation (%)
(%) (%) (%) T
5 10 20 30 40
= 53 39 157 102 28 14 )
95 272 69 19 9 6
90 216 55 15 7 5
80 155 40 11 s 3
90 [ 329 83 24 12 F)
95 272 70 19 9 6
90 166 42 12 6 4
80 114 29 8 4 3
80 3] 253 60 19 10 7
95 156 41 12 6 4
90 114 30 8 4 3
80 72 19 5 3 2
30 93 39 371 1435 1) 19 12
95 391 %9 26 13 8
90 310 78 21 10 6
80 223 57 15 7 4
90 2] gy 120 16 11
95 310 79 21 10 7
90 238 61 16 8 5
80 163 41 11 5 3
80 %9 364 .7 26 3 )
os 24 58 16 8 5
90 164 42 11 6 4
80 103 26 7 4 2
33 o3 3] TS 196 32 3 13
95 532 134 35 17 10
90 421 106 28 13 3
80 304 7 20 9 6
90 59 641 i3 43 21 3
95 421 107 28 14 8
90 123 82 21 10 6
80 222 56 15 7 4
80 ) 398 126 k7 17 11
95 305 78 21 10 7
90 222 57 15 7 5
80 140 36 10 5 3
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APPENDIX B: QUALITY CONTROL SAMPLES ( Van Ee, Blum, and Starks, 1990)

Procedure

Description

Field Blank

A sample container filled with distilled deionized (DDI)
Water, exposed during sampling and then analysed taletect
accidental or incidental contamination.

Sample Bank Rinsate

A sample (last rinse of DDI water) of DDI water pased over the
sample preparation apparatus, after cleaning, to obck for residual
contamination.

Field Rinsate

A sample (last rinse of DDI water) of DDI water pased over the
sampling apparatus after cleaning to check for resiual
contamination.

Calibration Check Standard

A standard material to check instrument calibration.

Spiked Sample

A separate aliquot of the soil sample having an apppriate standard
reference material added to check for soil and exéict matrix effects
on recovery.

Total Recoverable

A second aliguot of the sample which is analysed gy more rigorous
method to check the efficacy of the protocol methad

Laboratory Control Standard

A sample of a soil standard carried through the anigtical procedure
to determine overall method bias.

Triplicate Samples (Splits)

The prepared sample is split into three portions toprovide blind
duplicates for the analytical laboratory and a third replicate for the
referee laboratory to determine interlaboratory precision.

Duplicate Sample

An additional sample taken near the field sample taletermine total
within-batch measurement error.

Field Audit

A sample of well-characterized soil that is takennto the field with
the sampling crew, sent through the sample bank tthe laboratory
with the field samples to detect bias in the entiremeasurement
process and to determine batch to batch variability

External Laboratory Audit

A sample of well-characterized soil sent directlyd the laboratory for
analysis. The analyte concentrations are unknown tthe laboratory.
This type of sample is used to estimate laboratorgias and batch-to-
batch variability. It may also be used for externalquality control of
the laboratory.




APPENDIX C: SAMPLE RECORDS PRIOR TO ANALYSES
Table C1. Sampling records of tailings dams at West Wits - continued

Field Dain Labaratory An
. _ ite.
Sample | Ficld colour | Depth Paste | Composise | COmpas
Complex [Darm) ™ h : | Cafour | forABA Ewduu;"il:d PRINKEE] M | 84 | AL | WT | PSD
grey with
yellow
A-15A | inclusions | @5 | Charcosl| 78
A-15B oy 1 Dark grey| §.1 A-1S
et clay grey z
A-I5C im gabar 1.5 Orey 85
A-1SD grey 2 |oakgrey| 82
A-1SE | darkprey | 25 |Derkgrey] 82
frey {yollow
azpa | ineh 05 |Dedkgrey| 34
A-2DR |stiffgrey silt] 1 Grey | 8.0
AIDC grey 15 |Dark grey| 354 AID
prey 1o bight
A=XD grey 1 |Dark grey] 85
A2DE | gev | 25 |Darkgrey] 17
A-15A gl grey 0.5 |Dark prev] £5
A-35B ey 1 |Dark grey| &8
A-N5C prey 15 | Charcoal | 80 A-35
A-JED | modst grey 2 |Dack grey| B8
A-3SE | moistgrey | 3.5 |Darkgrev) 8.7
A-45A ey 05 |Dark grey| 86
Mew A58 ey I |Dark grey| 87
Mok | TB | adsC grey 15 f Charconl | 84 A4S ACOMP |1 Jajijofi1]a]1
Chrnilo A4SD | erey 1 |Darkarsy| 82
A-SE By 2.5 Grrey 8.2
A-35A prey 05 |Dark grey| 8.4
A-53B oy I |Darkgrey| 25
Dark
greenish A-38
A-S5C ey 15 yellow | 33
ASED pEey 2 |Dark grey] 8.5
A-35E By 2.3 JDwrk B3
AGS A | modmgey | 05 | Charcoal | 84
A5 B ey | Girey &3
AGSC ooy 15 |Durk grey| 82 A3
AGS D | moist grey 2 | Charcoal | 8.1
AGSE | mougorey | 25 Dok prey| 82
Greefiish
A-TEA grey 0.5 yallow B2
A-TSH ey I |ourk grey] 83 —
A-TSC ey 1.5 |Dork prey| B0
A-TSD Brey z fDarkgrev]| 83
Deep
A-TSE prey 25 yellow B.6 2
M = Micresssgy: SA = Surdece wes: Al = Aquescpin + ICP-MS, Wi = Weter pxtract » ICP-ME, P50 = Panticle sirg dismmbuetion; CL = colume beach
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Table C1. Sampling records of tailings dams at West Wits - continued

Fiekd Data Laborutery Ana
. Cormpasite
Sample | Ficld colour | Depth Paste | Composite :
Complex |Dam g Cabour for demited [XRDUXRF M0 | SA | AF | W1 |PSEX
Wo | description | (e pH | eraBA |8
B-15A grey 05 |Darkgrey| 82
B-15B grey i |Darkgey| &1
Greeafsh
B-ISC | moimgrey | 15 wvelow | 82 B-13
) light grey to
B-130 | yehiowich 2. Darkgrey| 83
B-15E | aileygrey | 295 |Darkgrey] 8.1
Dark
Erocpizh
B25A | lighterey | 05 | yellew | 85
B.25E grey 1 |Derkgrey] B4 B-2%
B-25C ey L5 |Daskgrey] 86
B-25D | moisigrey | 2 |Dakgey| 85
B-25E | meistprey | 25 [Darkprev] 8.7
B-384 Erey 0.5 |Derkgrey] 84
B-15B Erey I | Churcoal| B5
B-35C | moistgrey | 15 |Dekgey] 87 B33
B-15D | moist grey 2 |Dsikgrey] B4
B—JSE ey 2.5  |Dark 9.0
B45A ey 0.5 | Charcoal | 56
B-45B ey I |Durkgrey| 83
B4SC | lightgrey | L5 |Darkgrey| B5 B4%
BASD | moistigrey | 2 |Derkgrey| %4
B-43E | mois 235 iDwkgrey] 86
s B-5DA ey (L5 Grey £l
mmmmﬁ::u;;:plmwm B.COMP ol
Complex B-5DC | yelowish | 15 |Datcgrey] 85
Greenish
B-5DD grey 2 | wellow | 23
B-SDE | moisgrey | 25 |Dwrkgrevl €4
B-65A ey 05 fDwrk grey| 8.7
B658 | siygrey | 1 |Dekpey| 38
B-G5C e L5 (Darkgrey] 24 B55
Decp
B-55D ey 1 yellow | 84
B-GSE | grev 25 |Dark prey) B.7
B-7SA | siltygrey | 05 |Darkgrey| 23
Draric
greeaish
B-75B grey 1 yellow | B4 BIS
B-T8C Brey 1.5 Grey 23
ey and
B-75D T 2 Drark grey| 8.1
BISE | gey 25 |Darkgrey] 8.1
Light
B-75F 3 beown El
Light
B-750G 35 | bown | BA
Dark BTS2
Ereenish
B-T5H 4 wellow B7
derk
grecnish
B-151 45 | wellow | 856 —_
M = Micozoopy: SA = Sirace Bea; Al = Aquiregia + 1CP-35; W1 = Wiser saract + ICP-MS; PSD = Particle sizn distribution; CL = columm leach
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Table C1. Sampling records of tailings dams at West Wits - continued

17z

Ficld Data Laboratory Analyses
. = e
l Sample | Fiedd colour | Depth past | Composine | COMpost
Complex {Dam e deseription. | () Colour pH for ABA fp:ddadia:nd INRCIXRF| M | SA | AL | WL |PSD] CL
CsDA | sitygrey | 05 |Darkgrey| 82
grey o light
C.5D8 ey | ND ND
C-5DC grey 1.5 |Darkgrey| 8.5
grey and Medium
C-5DD st 2 brown T C-5D
C-5DE BTy 25 Charcoal | 7.5
A C-50F 3 84
C-5Dn3 35 82
C-S0H 4 B.1
C-15A grey 0.5 ND
c-358 | silty grey ! ND ND
C-35C grey 1.5 |Dark grev| 86 C-38
C-35D grey 2 MDD HND
C-35E grey 25 DH_ILE'QI /5
Mew Light
Maorth 3B | CHDA Brey 0s broowm 4.3 C-COMP 1 o 1 L 1 1
£ iphety 408 ey t | Brown | 44
light prey to cC4D
C-ADC yellowish I.5 WD 1]
C-AD grey 2 ND I
C-4DE | moistgrey | 2.5 § Charcoal | B3
C-25A | light groy 0.5 |Darkgrey| B4
C-15B grey T |Dark grey] 8.4
C-18C grey ] ND WD C-15
C-250 | moist grey 2 Dark grey| 82
C-25E ey 2.5 C15-4 T8
coisa | tightgrey | 0.5 |Darkgrey| 82
moist ard
C-158B ey 1 Dark grey| 8.3 =
C-15C proy 15 | No | o o
C-150 grey 2 ™D WD
C-18E prey 25 |Dask 8.1
W = Microsoopy, SA = Surface anca, Al = Aquarciia + [CP-M35, W~ Walcr sxtraet # ICP-MS; P50 = Pastiche site disinibigion; CL = column lesch




Table C1, Sampling records of tailings dams at West Wits - continued

Field Data Laboratory Analyses
Complex [Dam| SATIPI¢ mm;"‘n' BE':':"‘ Colour P;?‘ C;f“‘ﬁi* E: E’i:—_f:i RO{XRE| M | sA wi |pso| oL
analysis
D154 BIeY 05 |Dwrkgrey| B2
D-15H arey | |Dark grey| &0
D150 grey 15 | o | nD D-15
D-150 ey 2 ND MO
[-15E 15 |Dark grey B
D-384 gy 05 |Dakgroy| 83
light grey 1o
D-3SB | yellowish | 1 |Darkgrey| 83
D35C | pe L5 |Darkgrey| 83 | D-38
Deep
350 gy 2 yellow | &4
| D-35E 25 | Charcoal| B35
m 54| pasa pe 05 |Dukgey| 82 DLOMP | 1] 0 0 V1A
Complex D-258 grey 1 |Dark grey| B4
light grey to D-25
D-25C lyellowishsilt| 1.3 ND it
D250 ey 2 ND N
D-25E 25 |Dark grey| 83
D50 ey 05 |Darkgrey| B8
b-5DE ey 1 |Dark grey| B9
B-30C ey 15 |Darkgrey| 87 D=5D
D500 grey 2 ND | MND
D-5DE grey 25 |Darkgrey| B6
D4DA | lightgrey | 0.5 |Darkgrey] 87
D-4DB | derk grey I |Dark grey| B3
D4nC | lightgrey | 15 | ND | ND D4D
D400 Brey 2 NI HD
D-4DE grey 25 |Durk grey| 89
M = Micmacopy; SA = Surfsce sca; Al = Aguaregia + ICP-MS; W= Waer eximel + [CP-M5; PSD = Panicle size distibusion; CL = column lesch
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Table C1. Sampling records of tailings dams at West Wits

Fizld Data Laboratory Anakyses
) Composite
Cormplex: [Dam| 40P 1:;:3;:::1 - ‘ﬁ:" Colour P:i“‘ Compesie | for detited PROPRE| M [ 54 | A1 | Wi [pso] cL
aralysis
Dreep
E-15A grey 0.5 wellow | 7.5
Medium
E-158 RECcy I brorwn A
E-18C | lightprey | LS5 | Yefow | 7.9 E-15
grey o Deep
B850 | sellowish | | wellow | 82
By o Pesp
E-I15E | wvellowsh | 2.5 yellow 8.1
ul Teep
E-15 A BTy 0.5 yebow a3
Deop
E-258 | fight grey 1 yellow 83
: Poep E2Y
E28C | light grey 1.5 yellow B.3 ’
Tight grey o
E25D | wyellowisk 2 Yellow | &4
light prey to Dreep
E-25E | wellmwizh 25 yellow B4
Dmrk
FabDa | bghtgrey | 05 heige EA
FAOE | tightpey | 0 | Yellow | 82
Dhecqt
E-106 | lightgrey | 15 | wvellow | &1
Greenizsh
F-1DD 2z vellow 83
F-1DE | welowish .3 Yellow B4
F-IDE | yellowish 7 D ™D
light yelbow
o FADF | with grey ¥ \:mz'w 835 F-1D-1 —
b gt L
L.N“““I EADG | goey 35 | yemow | a3 come |PQVAQVLELERALY
Deep
1T rey 4 veltow | %4
F-1131 Ty 4.5 fyi B i
prey &
F-1D1 | vellowisk | 4.9 ML o)1)
Deep
Fap s ey 5 | yeliow | &%
F-1EVK prey 35 M NI
. Tiark
dark grey greenich
F-lDr 8 colour f yellow g5
Dark
freenich
F-lDL urey 635 | yelow | 535 | T2
Dark
-1 groy T beige LT
Bedium
F-IDM 15 brown £S5
[eep
F=IS A sl prey a5 vallow 53
light grey 1o
yiollowish
F<45 B coloar 1 Yeitlow | B4
Dieep -
EASC grey (] veklow B4 P
LEreenish
=15 D Brey 2 yetlow B3
Diark.
greerish
F-15 E ey 15 | yttow | 83

M o= Micotiopy: 5 - Sucace arca, Al = Aguianegia

CP-MS, W= Wager extrad + ICP-MS; PED = Parcle fize @5t
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Table C1. Sampling records of tailings dams at West Wits - continued

Ficld Data Laboratory An
z e
Sampie | Field colour| Diepth Paste | Composite | Comeos
Complex [Darn S 1 Coloar for demiled PARDIXKRF] M | SA | Al | WI |PSD
Mo descriprion | (m) pH for ABA s
Light
F25A | lighpgey | 05 | boowm | B2
light
Dlellowish Light
F-258 coloar 1 brown 8.3
Light F-28
F-I25C | light grey 15 brown i3
F-25D rey Siln 2 Yellow i3
Deep
5 F-I15 E ey st 2.3 yellow 54
F35A | lghigrey | 0.5 | Yellow | 82
Deep
F-J3B ey 1 yellow 83
Greenish
FI5C | tigmgey | 1.5 | yellow | 83 F-35
Greenish
F-350 | Hght grey 2 yellow | 84
greyi least Deep
F-35 E moist) z5 yellow B4
Cireenish
G154 prey 0.5 | yellow | 79
Dk
Oild preenish =
Morth 0-25B grey 1 yellow | B.3 m d I O T S S S
Complex Dark
greenish G-25-1
G-25C light grey 1.5 yellow 8.3
Dark
preenish
G-28D grey 2 | vellow | 84
Diark
greenish
G-25E grey 235 vellow 8.3
Light
& | GasF 3 | browe | a8
Medium G52
G-250 35 brown 9.0
G=-250 1.3 brown S0
Deep
G-15A | lghigrey | 035 | vellow | 81
light grey to Drep
G-15B | vellowish | 1 yellow | 8.3
lighst grey to Deep
G-15C | yellowish 15 yellow B2
light grey to Greenish
G-15D | yellowish 2 yedlow B3
light grey to Deep
G-15E yollowish 25 yiell oo K3 G-15
T = Mitroacony; SA = Serfact ek Al Aquarsgin - ICP-MIS, W1 = W ster extract + [CP-bI5; P50 - Particle fine Gisthbmion, CL - colusm lobeh
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Table C1. Sampling records of tailings dams at West Wits - continued

Fleld Data Labaratory Analyses
: 4 Composite
Sample | Field colour | Depth Paste | Composite
Complex (Dam Ha description | (m)" Codour oH for ABA Furu::mr IXEF] M | A | AI | W {PSD
yellow cobor
with crange
H-15A | mclusions | 05 Yellow 4.3
Dhescp
H-15B yellow 1 yellow 4.2
Deep
H-15C | yeliowish 1.5 yaliow 5.1
grey with
yellowish H-15
H=150 | inclusions 2 yellow | 3.1
light
H-I18E pellowishsily] 2.5 Tellow 1o
Dieep
H-18F 3 yallow 4.3
Drarke
greenish
H-1580 is yellow 3.7
Drarkc
grecnish
H =151 L] srellow 8.2
Greenish
FISA | wellowsilt | 05 vellow 4.2
Greenish I-18-1
1158 | yellow silt I yellow | 4.2
Dark
ol yellowish greenish
e [-15C wmlmtm 1.5 vellow 3.7 Hidtop- | ;| o ils . 4
Complex R i
grey Cresp
I-15D it 2 yellow TE
[=5=2
maodst ight Medium
L-15E yellowish 25 larorwn B2
Light
I-15F 3 brown 8.2
Medium
L1SG is brown 82
yetowish Dreep
FisA and maist 05 vellow 42
yellowish
with grey Deep
158 mixiure I yeallow 4146 ksl
yellow and
dark grey Greenish
- 18C miExtare 15 yeliow 3.9
Greenish
18D dark prey 2 vellow 51
welfow and
dark grey Cireenish J=15-2
L15E mixTare 25 vallow 83
Light
J-15F 3 browm 82

b = Microscopy, SA = Sarface sma, Al = Aquarcpia = ICP-M5, W= Water axtract + [CF-M5, PSD = Pastice siee disnbetion: CL = Column leach
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Table C1. Sampling records of tailings dams at West Wits - continued

Field Data Laboratory £
Sumple | Ficld coloar | Depth Page | Composite Cw
Complex [Dam No i () Colour g | for ABA &m&mmusammr&m
' analyss
WNisa | gmy | 05 |Derkgey| 85
stiff grey
N-15B | ol 1 |Duekgrev] 87
Dark
m yw‘ "
& N-15C By 15 yellow | B4 15 HCOMP | 1 |G 1 1)L}
M-ISD | ey 2 | Charcost | 82
Erey with
Tight
yedlowish
N-1SE | melesions | 2.5 | Brown | 83
MADA | sty grey | @5 |Darkgrey) 7.7
M=ADE | silty prey 1 |Darkgrey| 7.8
M-DC ey 15 |Darkgreyl 7.2 MAD
st and
M-4DD lgrey moolor| 1 fDorkgrey] 85
very moist
M-ADE ooy 25 | Charcosl | 85
grey with
South yetlow
Complex M-35aA | inclosions | 05 |Dark prey] 20
M-55B BreY 1 |Darkgrey] 72
M-55C Ll:‘m'slw 15 {Dwkge| 85 | M
BrEY ®
Upp| MSSD [ sl 2 [Durk prey| 23
2 prey and mocowe |1 o ]oli]t
M-55E moist 25 | Charcosl | 25
M-8SA | sty grey | 05 |Derk grey| B0
M-655 Erey 1 |Daerk grey| &5
M65C | sfiygrey | 15 |Daskgrey| 83
M50 | medst grey 2 | Charcosl | 82
MGSE | moistgrey | 25 |Durkgrey| 88
Dusk M£S
grecosh
-GS 3 yellow | 84
Diark
gresnish
M-E5G 15 | wvellow | BT
Greenizh
MEH 4 L yiow | RE
M = Microscopy: SA = Surfese mex Al Agawegin + [CP-MS; Wi = Water extrac + [TP M5 P30 = Particle Sro distibution, CL = column feach




Table C1. Sampling records of tailings dams at West Wits - continued

Field Data Laboratory Ana
Composite
Sample | Field colowur | Depth Paste | Composite ;
Complex 1Damt “\ ™ | cription | (m) | €% | o | forARa | for dcmiled DRODRE| M | SA | A1 | i |PSD
amlysiz
grey with
brownish Light
N-TDA aall rown 75
Iight grey to
vellowish Light
N-TDB calor bown 7
Light
W-TDC groy cliy bown )
eIy miost Medium
N7 el brown B4
b Medinm N-TD
N-TDE Erey brown B2
Dk
Eresnish
N-TDF 3 yellow B0
Greenish
M=T0G 35 yellow T4
Dk
Erecnish
N-TDH 4 yellow 8.1
Dark
greenish
H-a5A grey 0.5 yellow | 86
Dark
greenish
N-55B grey 1 yellow | 87
Frq.ra.nd\-ﬁy Greenish N-65
N-65C mst 1.5 ] yellow | 84
Greenish
South |Low .
G50 2
Coomtek || ey rgif:*l noome |1 lo ]t ]|
maist dark greenish
N-GSE frey 25 | vellow | 85
grey with
light
yellowish Medium
W-55 A | imclosion 0.5 lravam 86
N-35 B il 1 WO 0]
o Medium N-35
N-S5C gy 1.5 | bown | 83
Medium
N-35D prey 2 brown 82
ey moist Mediom
N-SSE grey 25 | brown | 89
Medium
H-IDA grey 0.5 brown | 8.7
N-3DR grey 1 Cis | 83
N3DC grey 15 | Brown | 838 N-3D
Medium
N-IDD grey 2 brown 84
N-3DE grey 25 | Brown | 8.1
stiff grey
N-25A clay 05 | Brown | 87
Medium
N-23B | grey clay I brows 8.9
grey and N-25
N-25C mis 1.5 Brown B3
H-25D grey 2 El7-7 | 86
N-25E grey 25 | Brown | &8

= Micruscapy; SA = Surface wow Al = AQUACEia + ICP-I3, Wl ~ Water catract v ICP-M5, P50 ~ Particle sizo disinbahion; L, = colamn leneh
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APPENDIX D: INPUT DATA ( ABA) USED IN VARIOUS EXAMP LES

Paste

C-

Location Dam ID pH AP(kglt) NP(kg/t) Latitude Longitude
A-1S 8.12 16.91 350 264327 27.3482

A-2D 815  14.81 6.23 264324  27.3511

A-3S 8.52 16.78 6.00 -26.4344  27.3499

A |[A4sS 8.44] 1313 559 -26.4365  27.3485

A-5D 840  15.14 7.00 264370  27.3508

A-6S 8.32 15.78 450 -26.4398  27.3491

A-7S 8.28 16.91 5.75 26439  27.3523

B-1S 8.18  14.66 575 264318  27.3544

B-2D 8.62]  17.22 6.75 -26.431p  27.3563

B-3S 8.64|  10.38 725 26.4343  27.3550

B |B-4S 8.64  14.41 676 -26.4343  27.3574

B-5D 852  14.22 550 -26.4363  27.3564

B-6S 8.60|  23.50 6.75 -26.4386  27.3563

B-7S 835  18.66 000 264381  27.3591

Cc-1s 823 1453 554 264298 27.3610

c-2S 8.20|  14.84 475 264317 27.3609

. N c [css 855  14.2 550 -26.43J9  27.3627
\évirf]; Wits - Tailings C-4D 8.50 17.09 9.00 -26.4307  27.3267
C-5D 8.07 14.03 500 -26.4308  27.3646

D-1S 8.26]  18.78 575 264277 27.3654

D-2S 833  15.72 750 -26.4274  27.3632

D [D3s 8.36 17.5 425 264256 27.3649

D-4D 8.80]  17.59 873 264261  27.3665

D-5D 875  16.69 450 -26.4245  27.3682

F-1S 843  10.66 6.9] -26.42J8  27.3763

F [Fa2s 830  14.0( 526 -26.4296  27.3773

F-3D 8.32 12.59 6.75 -26.4235  27.3801

M-4D 798|  17.63 8.00 264531  27.4053

M [ Ms5S 8.24]  22.28 10.26  -26.4508  27.4073

M-6S 8.45]  26.03 10.00 -26.4505  27.4053

N-2S 8.66 20.5 750 264557  27.4096

N-3S 850  21.5 9.76 -26.4542  27.4120

N [N-5S 850  23.88 750 -26.4516  27.4144

N-6S 8.48]  22.38 7.00 -26.4557  27.4170

N-7D 7.96]  20.38 9.75 -26.4497  27.4159

A | VRAlS | 398 11.22 0.00 -26.9343 26.6773

VR-A4D | 610 3153 250 -26.9440 26.67B9

VR-B-1S | 399  31.09 125 -26.9384 26.6792

VR-B2S | 401]  39.69 125  -26.9384 26.6830

VR-B-3S | 4.07 16.39 250  -26.9415 26.67902

Vaal River Taiing | B | VRB4D[ 379 1622 0.00 -26.9415 26.6880
Do VR-B-5D | 372|  16.94 0.00 -26.9415 26.6853
VR-B-6S | 404  14.13 575  -26.9446 26.6757

VRB-7S | 4.26]  17.84 350  -26.9446 26.6702

VR-B-8S |  3.87 10.47 6.00 -26.9446 26.6830

VR-C-1D | 6.83] _ 20.19 5.00 -26.9342 26.6863

c |[VrRCc2s| 628  27.3 550  -26.9332 26.6900

VR-C-35 | 655  26.14 650  -26.9332 26.6430




VR-C-4S 6.72 32.75 550 -26.93%2 26.6863
VR-C-5D 6.85 36.25 7.7%  -26.9362 26.6892
VR-C-6S 7.18 27.97 5.00 -26.9384 26.6863
VR-C-7S 7.17 25.03 7.00  -26.9384 26.6900
VR-C-8S 7.20 36.84 525 -26.9415 26.6900
VR-F-1S 7.4 41.29 6.75  -26.9290 26.7077
VR-F-2S 7.45 26.75 7.25  -26.9330 26.7108
VR-F-4S 7.63 24.77 4.00  -26.9322 26.7108
VR-F-5D 7.65 25.78 450 -26.9331 26.7084
VR-F-6S 7.78 25.03 45D -26.9352 26.7045
VR-F-8S 8.05 31.41 6.25 -26.9352 26.7108
VR-F-9D 7.87 23.97 3.7%  -26.9372 26.7108
VR-F-

10S 7.76 21.47 4.75 -26.9384 26.7076
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